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A B S T R A C T

Surface roughness is critical for bonding applications, as it directly influences the mechanisms occurring at the
adhesive interface. Abrasive Waterjet texturing has emerged as a promising technique for functionalizing sur-
faces, but predicting the surface characteristics from stochastic impact-based processes remains a challenge. This
study aimed to develop a numerical model capable of forecasting key morphological parameters for AWJ-
textured surfaces with pilotable treatment coverage. The proposed model was optimized through theoretical
analysis and confronted to topographical data from polymer samples treated with low-density AWJ using
standard parameters. Profilometry measurements were supported by a custom post-treatment algorithm to
remove artefacts and assess the characteristics of individual particle impacts (number, repartition, dimensions).
The predicted roughness showed a 94 % concordance to the measured values.

1. Introduction

Many properties of a material depend on surface morphology. For
instance, several researchers have shown that smoother surfaces
improve the tensile strength, fatigue strength, and fatigue life of metals
[1–5]. Low surface roughness has also been reported to reduce the
corrosion rate of pure copper and to slow down the friction wear of
chromium-based coatings [6,7]. On the other hand, surface morphology
can play an important role in substrate adherence to coatings and ad-
hesives. In fact, it has been mentioned that rough surfaces benefit from
larger contact areas with the adhesive, which increases the number of
physicochemical interactions available between the two phases [8]. To a
lesser extent, adherence is also improved by the mechanical anchoring
of the adhesive against the walls of peaks and crevices present on rough
surfaces [9]. However, some optimal surface morphology should be
identified for a given viscosity of the adhesive, as overpronounced as-
perities will not allow for a good penetration of the adhesive and lead to
voids as well as stress concentration points [10–13]. Considering the
adherence of thermoplastic polymers whose physicochemical affinity

with adhesives is generally limited (e.g., PA, PEEK, PEKK, PTFE), it is of
interest to try and optimize surface morphology so that it takes up the
maximum amount of mechanical stress possible for a given adhesive.

It is important to mention that current texturing processes exhibit
clear industrial limitations. For instance, sanding favours the generation
of anisotropic textures and has limited precision on curved surfaces due
to the heterogeneity of the applied load, while sandblasting requires
complex infrastructure in order to confine the extensive amount of
hazardous powder released. In addition, sandblasting often leads to the
contamination of the substrate through particle embedment. Conse-
quently, the benefits of texturing to functionalize polymer surfaces are
progressively being outperformed by physical treatments (i.e., laser,
plasma, and corona) and research on morphology-based adherence is
losing momentum. Texturing with the Abrasive Waterjet (AWJ) process
is an unexplored alternative whichmay be able to compete with physical
processes to enhance the adherence of thermoplastic polymers. In fact, it
has been shown that surface preparation with AWJ on a 3D-woven
carbon-thermoset composite significantly increases the critical energy
release rate (GIc) of CFRP/CFRP bonded assemblies, as compared to
sanding [14]. The volume of craters below the mean plane has notably
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been identified as a possible broad predictor of interfacial adherence for
AWJ treatments, with a reported change in the crack propagation
behaviour as this parameter is increased. The ability of impact-based
treatments to produce higher crater volumes than abrasion by sand-
paper could perhaps explain the higher static joint strength that has been
shown for both carbon/epoxy (thermoset) and carbon/PEEK (thermo-
plastic) single lap assemblies with RT-cure paste epoxy adhesives [9].
However, it is important to recall that the morphology required for
optimal interfacial adherence is indissociable from the rheological
properties of the adhesive. Besides, the same texturing process applied
to either a thermoset or a thermoplastic substrate would likely result in
dissimilar morphologies.

Most thermoplastic polymers exhibit high ductility and are therefore
expected to be indented by hard particles under loading. At high strain-
rates, pileups or lips are often observed above the initial surface and
around the indenter. These are partly attributed to the strain-softening
behaviour of the impacted material, which is thus displaced towards
regions of lower mechanical resistance via the formation of shear bands
[15]. When such crater geometries overlap, complex topographical
structures with no apparent patterns tend to emerge. Thus, to charac-
terize the morphological properties of such textures, it is common to
refer to standardized indicators, which generally consist of statistical
reductions. In most cases, profile parameters (Ra, Rq, etc.) are calculated
on a selected 2D cross-section of the surface, using a contact profil-
ometer. However, areal field parameters (Sa, Sq, etc.), which account for
all the elevation points on the 3D surface, are better suited to describe
random impact-based texturing, where no preferred direction is pro-
duced as on conventionally machined surfaces (turning, milling). The
ISO 25178 standard defines 26 parameters to quantify the height
topography and defects distribution of a surface [16]. Yet, it has been
shown that many of these quantities are mostly redundant for
broad-spectrum surface evaluation and that only 13 core morphological
functions could be sufficient [17]. Also, different parameters may be
relevant depending on the application. For instance, bearing area (Sk,
Spk, Svk) and void volume (Vvc, Vvv) parameters can provide valuable
information about the load-bearing capacity and lubricant retention
properties of tribological surfaces [18]. However, identifying the
appropriate topographic parameters for surface adhesion can be com-
plex, as morphology is just one of many influencing factors. Arithmetical
mean height (Sa) is by far the most common areal roughness criterion
used for surface characterization for adhesive bonding applications
[14]. In fact, assessing the Sa of a substrate prior to bonding is necessary
to rigorously compare different texturing processes. Indeed, major per-
formance differences between surface preparations often involve di-
vergences in Sa [8]. However, arithmetical mean height on its own is not
enough to functionally describe a surface, for the averaging operation

essentially blurs important morphological features. This is especially
true for tribological applications in which an extensive set of roughness
parameters is generally required for reliable surface description [19].
Yet, measuring areal roughness criteria can be costly, both in time and
equipment, especially with semi-transparent materials such as amor-
phous or semi-crystalline polymers. Therefore, means to predict Sa for a
given process are almost always worth investigating, either through
analytical or numerical modelling.

Numerical modelling is often a useful tool to increase the general
understanding of highly coupled processes such as AWJ. For example,
Anwar et al. [20] proposed a finite elements model that could predict the
machining depth resulting from the consecutive impacts of particles in a
high-density AWJ with an acceptable precision, although surface
roughness was not measured nor calculated. Schwartzentruber et al.
[21] proposed a numerical model that was able to accurately predict the
arithmetic mean roughness Ra of the trims resulting from AWJ cutting of
a carbon fibre reinforced epoxy resin. Their strategy consisted of satu-
rating the surface with craters resulting from a distribution of impacts
with characteristic dynamic properties. Therefore, it was designed to
exclusively model machined surfaces resulting from high density treat-
ments. Also, the accuracy of the modelled roughness was reported to
significantly decrease for more ductile, thermoplastic substrates. Hence,
extending the range of applications for AWJ to include surface func-
tionalization requires to switch to an approach where the number den-
sity of craters can be piloted. There have been several successful
attempts to design predictive models of roughness parameters for
impact-based processes with controlled density, using either
semi-analytical or finite elements methods to model the interactions
between different topographical entities. Most of these originate from
the shot-peening community which has laid the foundations of how
impact-based textures should be conceptually approached, using the
notion of surface coverage of the applied treatment, as formalized by
Kirk and Abyaneh [22]. Coverage is currently accepted as the most
important quantifiable variable for shot-peening treatments, first-order
driving both the residual surface morphology and mechanical proper-
ties of the target [23–25]. Taro et al. [26] notably developed a
semi-analytical model to predict 2D profile parameters resulting from a
homogenous repartition of identical spherical indents for a large range
of coverage values. Heydari et al. [27] and Senge et al. [28] achieved
analogous results using finite elements modelling and calculated several
areal field parameters with relative precision. Methods that control for
surface coverage have also been applied to high-frequency hammering
and laser texturing, but not grit-blasting nor AWJ for which the char-
acterization of textures is still very much process-oriented (abrasive
grade, particle energy, tool traverse velocity, etc.) [29–31]. To the best
knowledge of the authors, no attempt to design a modelling procedure

Nomenclature

a projected area of indent (µm2).
A volume-derived projected area of indent (µm2).
ci surface coverage of indents (%).
E Young’s modulus (MPa).
h depth of indent (µm).
H volume-derived depth of indent (µm).
ni number density of indents (/mm2).
V volume of indent (µm3).
wi volume coverage of indents (µm3/µm2).
Sa Arithmetical mean height (µm).
Ssk Skewness of height distribution (-).
Sku Kurtosis of height distribution (-).
Vvv Dale void volume (µm3/µm2).
Sdr Developed interfacial area ratio (%).

λ projected area of pileup (µm2).
Λ volume-derived projected area of pileup (µm2).
κi surface coverage of pileups (%).
ν Poisson’s ratio (-).
ζ height of pileup (µm).
Ζ volume-derived height of pileup (µm).
η number of pileups per indent (/mm2).
Υ volume of pileup (µm3).
ωi volume coverage of pileups (µm3/µm2).
ρ absolute mass density (g/cm3).
ρc Concordance correlation coefficient (-).
Γi texture parametrization set i.
χq ratio of extrema for quantity q.
σd standard deviation of distribution.
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applicable to any texturing process and target material, which could for
example help predict the surface roughness of thermoplastic polymers
textured with low-density AWJ, has yet been reported in the literature.
Like most other impact-based processes and unlike laser texturing, AWJ
is a stochastic process, which means that it is incapable of producing
regular morphological patterns.

The present study aims to propose a simple method to accurately
model an AWJ-textured surface with the lowest possible number of entry
parameters. For this purpose, the surface topography resulting from low-
density AWJ treatment applied on PMMA and PEKK was measured. A
series of geometric and numerary parameters, relevant to describe the
distribution of topographic features, was extracted using a custom post-
treatment algorithm, and then injected in an original numerical model
to generate simple equivalent surfaces. Finally, several key indicators of
surface topology were computed and compared with experimental
measurements to assess the accuracy and performance of the proposed
model. The proposed model could be used to guide the selection of
process parameters for texturing operations, so as to target specific
roughness parameters in accordance with industrial needs. Indeed, it is
common to receive orders for textured parts that should conform to a
certain range of Sa (e.g., aircraft parts to be painted, for both aesthetic
and aerodynamic reasons). Eventually, the model could be made
available to any impact-based texturing process (AWJ, sandblasting,
shot-peening, etc.), which would require a one-time identification of the
relevant geometric parameters associated with a range of upstream
process parameters (pressure of the carrying fluid, particle size and
flowrate, etc.) and target-materials of interest. Then, the desired surface
roughness could be achieved simply by varying the impact coverage via
the tool’s traverse velocity and/or step-over distance.

2. Experimental procedure

2.1. Materials

Two semi-crystalline thermoplastic polymers were chosen as sub-
strates: Kepstan 7002 Poly-Ether-Ketone-Ketone (PEKK) and Altuglas
Poly-Methyl-Meth-Acrylate (PMMA). However, it is important to
mention that there was a significant difference in the process quality of
the selected materials. The PMMA samples were moulded, commercial-
grade with film protection, and appeared pristine under visual exami-
nation, whereas the PEKK samples were end-of-series extruded plates
with several visible defects. This is why the as-received PEKK samples
were surfaced and then polished, using a random-orbital sander with the
following paper sequence: P120 (for surfacing), P240, P600, P1200,
P3000, P6000. Even though the P6000 finishing did produce an
apparent mirror-polish (similar to the PMMA surfaces), the full sequence
did however not remove all surface imperfections prior to texturing,
such that small scratches could still be observed with a microscope. In
the present study, the selected abrasive material (Barton HPX garnet) is
among the most used in AWJ machining, such as the selected size grades
(#220 and #120). SEM images of both abrasive types are shown in
Fig. 1. The density and elastic moduli of all the abovementioned mate-
rials are given in Table 1.

2.2. Texturing process

Surfaces were prepared using a modified IDE-III AWJ head fromH2O
JET, 100040–1–F On/Off valve assembly and P–III nozzle body,
mounted on a TX2–90XL 6-axis robot from Stäubli (Fig. 2a). High
pressure was delivered by a K100 15 kW pump from KAMAT. All other
fixed parameters are listed in Table 2. The orifice diameter was chosen
relatively small in order to limit water flowrate, and therefore that of
abrasive particles. This latter was systematically adjusted to an optimal
value, depending on the supplied pump pressure and particle mesh size,
using a proprietary model described in [34]. Finally, the stand-off dis-
tance (SOD) was set to 200 mm in order to maximize the spread of the

particle flow (and therefore, limit overlapping events), as well as mini-
mize some possible influence of the water phase, for it is known to lose
energy quickly in the air [35,36].

For the development of the numerical model and to assess its per-
formance, a full factorial design (23) of single-pass AWJ treatment was
conducted. The tests were performed using various conditions, as indi-
cated in Table 3. Each treatment was repeated three times on the same
test-specimen, as schematized in Fig. 2b. The pump pressures, which
define the limiting value for the impact velocity of the particles, were
selected so as to be representative of the range used for machining fibre
reinforced polymers (FRP). In fact, at standard process conditions,
maintaining the pressure below 1000 bar ensures the absence of ply
delamination in case of unexpected particle flow reduction.

2.3. Methodology used for surface roughness measurement

There is a handful of techniques to measure surface topography.
Beyond the initial cost of the equipment, the choice of profilometer is
essentially influenced by the required precision and acceptable duration
of the measure, as well as the mechanical and optical properties of the
target-material. On one hand, contact profilometers are slow and

Fig. 1. SEM image of the Barton HPX garnet abrasive for mesh grade (a) #220
and (b) #120.

Table 1
Physical properties of the target-materials and abrasive particles used for this
study. Values are taken directly from the manufacturer unless another [refer-
ence] is stated.

Physical property
Symbol (unit)

PMMA PEKK 7002 HPX Garnet

Absolute density
ρ (g/cm3)

1.19 1.29 4.0

Young’s modulus
E (GPa)

3.30 3.80 201 [32]

Poisson’s ratio
ν (-)

0.39 ∼0.45 [33] N/A
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therefore generally confined to 2D profile measurement. Also, their
precision is limited by the size, geometry and wear of the stylus tip, and
they can introduce measurement errors on soft materials or damage
brittle targets. On the other hand, non-contact light-based solutions are
significantly faster, but some of the more advanced technologies such as
focus-variation matrix profilometers can have trouble reconstructing
highly reflective and/or refractive surfaces. Similarly, the presence of
out-of-plane foreign bodies (embedded particles, dust and lint deposits,
carbon fibres in composites, etc.) can further diminish measurement
accuracy. Therefore, to measure the topography of reflective semi-
crystalline polymer surfaces like PMMA and PEKK, the confocal profil-
ometer, with its point-like non-contact scanning probe, is a good
compromise between scanning speed and measurement fidelity.

In this study, the surface topography of the textured samples was
measured using an Altisurf 520 profilometer from ALTIMET, based on
the principle of extended field confocal microscopy with white light. An
optical probe, with a Z range of 300 µm and a Z resolution of about
10 nm, was used for all measurements. For each jet pass, an area of
4×30 mm2 was scanned using a lateral resolution of 3 µm (resulting in a
pixel size of 9 µm2). The measurement conditions (acquisition frequency

and probe traverse speed) used for each substrate material are reported
in Table 4.

The raw surface maps were post-treated in MATLAB to remove the
measurement noise and artefacts. The same operations were applied to
all samples so as not to introduce hidden discrepancies in the results.
First, as the extracted surfaces appeared with some substantial curvature
(Fig. 3a), a 3rd order polynomial shape was fitted and subtracted to the
elevation values so as to flatten them below the 10 µm scale. This shape
was chosen as an all-encompassing filter, ensuring that any raw surface
measured (present and future) would be correctly flattened out. Due to
the light-reflective surface of the measured samples, one systematic
artefact was observed, whose most prominent feature consisted of a
periodic wave pattern with an amplitude lower than 1 µm and a wave-
length of about 90 µm (i.e., 30× the probe’s scan step). This longitudinal
groove pattern (Fig. 3b) was confirmed to be a measurement artefact
after varying the direction of scan, which changed the groove direction
accordingly. To remove this defect, advantage was taken of the overall
low density of topographical objects resulting from particle impacts on
the surface, and each longitudinal line of measuring points was inde-
pendently fitted with a sum of 8 cosine functions. This number was
chosen as a compromise in order to match the general curvature of the
line, while ignoring steep topographical objects. In addition, the datasets
to be fitted were bounded to z± 2σz to hinder the influence of high-
elevation features on the fitting operation. Finally, the fitted function
was subtracted to each initial elevation value. Consequently, the wave
pattern was flattened without altering the actual morphological fea-
tures, although some low-amplitude noise subsisted (Fig. 3c). A
thresholding function was therefore applied to remove this residual
noise. First, having acknowledged that the density of craters exponen-
tially decreased with distance from the jet’s path (Fig. 5), the histogram
of elevations was drawn in an area of 4×4 mm2 on both extremities of
the sample (farthest to the left and right of the jet’s path), which were
assumed to be nearly devoid of craters. As expected from white noise,
the plotted data in these regions followed a clear normal distribution
(Fig. 4). Then, both datasets were fitted with a gaussian curve, and the

Fig. 2. (a) Photograph of the experimental apparatus used for the texturing process and (b) schematic view of the specimen with the texturing path and dimensions
(in mm).

Table 2
Fixed AWJ parameters used in this study.

Parameter Value

Orifice P-IV, diamond, Ø0.178 mm
Focusing tube H2O, Ø0.56 mm, L 50.8 mm
Abrasive feed PVC, Ø3.8 mm, L∼1200 mm
Abrasive material Barton HPX crushed garnet
Jet incidence angle 90◦ (normal to target)
Stand-off distance 200 mm
Tool traverse speed 100 m/min

Table 3
AWJ treatment testing conditions (complete factorial experiment).

Parameter Low value High value

Mesh size of particles
(mean diameter in µm)

#220
(∼112)

#120
(∼180)

Water pump pressure in bar
(limiting velocity in m/s)

400
(283)

1000
(447)

Substrate material
(E/

(
1 − ν2

)
in MPa)

PMMA
(3900)

PEKK
(∼4800)

Table 4
Surface measurement conditions for PMMA and PEKK samples.

Parameter PMMA PEKK

Acquisition frequency (Hz) 1000 300
Probe traverse speed (mm/s) 3 0.9
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values z+3σz from both fits were stored. Finally, a linear function
linking these thresholds was computed. Extruding the function along the
x→ direction returns the threshold matrix Zth such that {Z < − Zth else 0}
corresponds to the elevation of indents and {Z > Zth else 0} that of
pileups (Fig. 3d). Also, in order to remove long and narrow scratches
that could still subsist after the previous operations, a morphological
filter was applied to target all continuous elements with a minimum
Feret diameter (i.e., the smallest dimension that would be measured
using a calliper) of less than 2 pixels and a Feret aspect ratio (i.e.,

Fig. 3. Post-treatment procedure applied to the acquired surface maps and illustration of the result of each post-processing steps on a PMMA surface treated with
#220 particles at a pressure of 400 bar. (a) raw surface map acquired from the profilometer; (b) surface after application of a 3rd order polynomial shape filter; (c)
surface after wave artefact removal using a custom algorithm; (d) final surface after noise removal and application of a morphological filter.

Fig. 5. Procedure for the selection of the measurement area: (a) post-treated
4×30 mm2 binary surface map with pileups and indents; (b) localization of
the centroid for each indent’s projected area; (c) plotted histogram of the in-
dents’ y ordinates; (d) selection of the measurement area, taken as two standard
deviations of the indents’ y ordinates, centred at the mean.

Fig. 4. Histogram of the elevation values around Z = 0 in an area of minimal
AWJ treatment density, showing a normal distribution that is typical of white
noise (PMMA sample treated with #220 particles at 400 bar).
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maximum over minimum) of more than 7.
Lastly, for each post-treated 4×30 mm2 binary surface map (Fig. 5a),

the spatial coordinates of the indents’ centroid were collected (Fig. 5b).
Since the distribution of the y ordinates (i.e., longitudinal to the sample)
was near gaussian (Fig. 5c), a smaller measurement area was selected so
that the spatial distribution of craters inside could be considered uni-
form (Fig. 5d) and, therefore, comparable to the modelled version. For
this study, the measurement length was taken as two standard de-
viations (centred at the mean) of the indents’ y centroid ordinates.

The following hypotheses are assumed for the rest of the study:

1. Perfect substrates: even though clear morphological differences be-
tween the untreated PEKK and PMMA samples were observed, all
surfaces before abrasive treatment will be considered pristine.
Therefore, any morphological feature observed after post-treatment
will be de facto attributed to the AWJ process, including some re-
sidual scratches and embedded particles. Also, it is important to
mention that the mechanical parameters of both polymers are
different and this, combined with the overlooked deviations in initial
roughness, may result in disparate responses to AWJ.

2. Single-phase treatment: any potential effect of the jet’s high-velocity
water-component on the target’s morphology will be ignored.

3. Distinctive outputs: the influence of crater overlapping will be
considered negligible for the low impact coverage values resulting
from single jet passes with high traverse speed. Any observed
continuous topographical object below the initial surface will be
assumed to result from one single impact.

3. Numerical model

An original numerical model is proposed, to help determine if the
seemingly unpredictable nature of AWJ textures could in fact be reduced
to some orderly, physically interpretable patterns. Rather than model-
ling the indentation mechanisms, experimental topographical data were
fed to the model. Coincidentally, this makes the proposed model more
versatile, as the entry parameters can be exchanged without impairing
its core functionalities. Indeed, it was designed to adapt to new entries
without the need for re-identification, such that no arbitrary adjustment
parameters were introduced. Also, for the model to be relevant in an
industrial context, the number of computing operations was kept to a
minimum. Therefore, a semi-analytical approach was chosen, and the
interactions between topographical entities were not permitted. Finally,
the surface coverage of the generated craters was one of the main control
variables of the model.

The coverage of a surface treatment is commonly assumed to be the
ratio of modified area to the targeted area (Fig. 6). However, such a
visual definition falls short when the impacted areas overlap. Thus, there
exist two competing definitions of surface coverage for impact-based
processes [26,37]:

• Effective coverage ce is the proportion of the target-surface that has
been indented at least once, and the preferred definition for shot-
peening applications. A value of 100 % (“full coverage”) corre-
sponds to a modification of all parts of the target surface by the
treatment. Because the coverage percentage is visually assessed,
values above 100 % are usually estimated through extrapolation
based on the duration of treatment needed for full coverage.

• Impact coverage ci counts all hits on the target as separate entities
and can therefore be greater than 100 % even if ce < 100 %. In the
absence of overlapping, ci and ce are strictly identical.

For a uniform random distribution of impacts, the effective coverage
of indents can be mathematically described by Eq. 1, as initially pro-
posed by Kirk & Abyaneh [22]:

ce = 1 − e− nia (1)

with ni the number density of impacts and a the average projected area
of an indent, whereas the impact coverage is simply expressed by Eq. 2:

ci = nia (2)

As it encompasses more information and is easier to compute, ci will
be the definition of coverage used throughout this study. However, only
values below 100 % will be considered. Therefore, from this point on,
“∀ci” is to be understood as “∀ci ≤ 100 %”. Similarly, if η is the number of
pileups per indent and λ the average projected area of a pileup entity, the
surface coverage of pileups is:

κi = ηniλ (3)

For each textured sample, a parametrization set Γi of the generated
crater profile can be extracted. It was defined as a m-long set of relevant
combinations of each measurable quantity, expressed as in Eq. 4:

Γi =

⎧
⎪⎨

⎪⎩
C

14
m

⎛

⎜
⎝ci, a, h,V, χa, χh, χV⏟̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅ ⏞⏞̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅ ⏟

indents

, κi, λ, ζ,Υ, χλ, χζ, χΥ
⏟̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏞⏞̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏟

pileups

⎞

⎟
⎠

⎫
⎪⎬

⎪⎭
(4)

where:

• a, h,V are respectively the average projected area, depth, and volume
of indents,

• λ, ζ,Υ are respectively the average projected area, height, and vol-
ume of pileups,

• χa, χh, χV , χλ, χζ, χΥ are measurements of the dispersion for the
quantities in subscript.

Each element of a set Γi constitutes an entry parameter for the pro-
posed model. Therefore, the set must be as short and simple as possible,
and must satisfy the following property (Eq. 5) regarding the modelled
arithmetical mean height S∗a:

S∗a(Γi(k) ) ≈ Sa(k) ∀k (5)

Fig. 6. Definition of surface coverage as the sum of the projected areas of all
the indents contained inside some measurement area (here equal to the cu-
mulative area of 24 identical regular triangles) divided by said measure-
ment area.
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where k is the textured sample index.
Ideally, it should also give the best correlation possible for at least

one parameter for each of the 13 core morphological functions identified
in [17]. In this study, only five areal texture parameters were
investigated:

• The first three members of the Core Parameter Set (CPS) from [17],
namely the arithmetical mean height (Sa), skewness (Ssk) and kur-
tosis (Sku) of the height distribution,

• One parameter from the Vv (void volume) family, as insighted by the
Cv (crater volume) parameter from [14]: the dale void volume (Vvv)
was chosen as it is also part of the CPS,

• One parameter with an explicit geometric definition: the developed
interfacial area ratio (Sdr).

Table 5 specifies the core function (CF) represented by each of these
parameters (RP), alongside their mathematical expression for a regular
XY-grid of N elevation points, as computed in the proposed model.

The simulated indent geometry was selected based on the following
criteria:

• low mesh complexity,
• complete surface tiling at ci = 100 %,
• closest geometric proximity to real indents.

Based on the experimental investigation, the circularity of an
average indent was about 0.45. The closest regular 2D polygon is the
triangle with a value of 0.61. For the sake of simplicity, indents were
therefore modelled as tetrahedra with regular bases. This is consistent
with the relatively frequent observation (about 1 in 10) of “Berkovich”-
type structures (Fig. 7).

The modelled surfaces were constructed so as to mimic what a
scanning probe profilometer would measure (Fig. 8). Firstly, the trian-
gular faces of all 72 tetrahedral indents were drawn according to the
user-specified dimensions and coverage. Secondly, an area of interest (or
measuring cell) comprising exactly 32 indents was defined to reflect all
the introduced morphological features in an isotropic and unbiased
manner. A regular XY-grid of points was created inside the measuring
cell according to the user-specified lateral resolution. Finally, a ray/
triangle intersection algorithm [38] was used to project the grid of
points onto the tetrahedral mesh, based on the method described in
[39]. Fig. 9 shows the surface maps resulting from the numerical model
for varying coverage values.

Using the proposed model, it was possible to try and determine
which configuration of the parametrization set {Γi} would satisfy Eq. 5.
Thus, the post-treated AWJ-textured samples were analysed to extract
all the quantities that appear in Eq. 4, as well as the relevant areal field
parameters. Next, different combinations of these geometric quantities
were fed to the model, and the same parameters were computed for the

modelled version, up until a satisfying parametrization set was identi-
fied (Fig. 10).

Hereinafter, when a statement concerns modelled indents that are
strictly identical regarding any dimension, it will be indicated by the use
of a and/or h in place of their arithmetical means a and h, unless these
are necessary for rigorous generalization or emphasis.

4. Results & discussion

4.1. Topographical parameter behaviour

Prior to experimental investigation with AWJ-textured samples, a
theoretical analysis was performed in order to assess the general validity
of the model and explore its parametric behaviour. It has been useful to
remark that some field parameters have simple analytical expressions,
provided an equally simple modelled configuration. For instance, the
developed interfacial area ratio (Sdr) is a hybrid parameter having a
direct physical meaning. It is expressed as the ratio of the surface area
contributed by the topographical micro-features to the planar definition
area [40]. For a homogenous repartition of identical tetrahedral indents,
it can be analytically expressed, ∀ci, by Eq. 6:

Sdr =

⎛

⎝

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1+
3

̅̅̅
3

√
h2

a

√

− 1

⎞

⎠ci (6)

Eq. 6 can be used as a checksum for the numerical model, in which
Sdr has a different mathematical expression (Table 5). As expected, a
linear evolution of Sdr as a function of the surface coverage of indents ci
can be observed in Fig. 11. The slope of the curve (0.00492 on average,
considering h = 1 µm, a = 500 µm2 and a lateral resolution of 0.25 µm)

Table 5
Mathematical expression computed for all the areal texture parameters used in
this study, with N the number of pixels in the elevation matrix Z(x, y). The no-
tation { ∗ }

↘ indicates sortation in descending order.

CF RP Discrete mathematical definition

I Sa 1
N

∑N
k=1

|Zk − Z|

II Ssk ̅̅̅̅
N

√
(
∑N

k=1
(Zk − Z)2

)−
3
2 ∑N

i=1
(Zk − Z)3

III Sku
N
(
∑N

k=1
(Zk − Z)2

)− 2∑N
k=1

(Zk − Z)4

X Vvv 1
N

∑N
k=0.8N

⃒
⃒{Z − Z}↘

k − {Z − Z}↘
0.8N

⃒
⃒

XII Sdr 1
N

∑N
k=1

⎛

⎝

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1+
∂Z
∂x

⃒
⃒
⃒
⃒
k

2
+

∂Z
∂y

⃒
⃒
⃒
⃒
k

2
√

− 1

)

Fig. 7. PEKK surface blasted by AWJ: (a) altitude grey map showing matter
above the initial plane piling up around polyhedral indents; (b) SEM image of a
“Berkovich”-type crater.
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is close to the theoretical value (0.00518) computed using Eq. 6. How-
ever, this correlation is heavily dependent on the resolution of the
model. In fact, the modelled Sdr converges to the analytical value as the
pixels get smaller. Such a correlation attests that the numerical model is
free from any major structural defect.

Moreover, being gradient based (Table 5), Sdr has the interesting
property of additivity. Consequently, an elevation matrix Z, split into

points above and below some horizontal plane of altitude z0, must
satisfy Eq. 7:

Sdr(Z) = Sdr(Z ≤ z0)+ Sdr(Z > z0) (7)

Using this property, it was possible to model the experimental

Fig. 8. Three-step process for generating numerical homogenous impact-based surface textures: (a) creation of the triangular faces of the numerical tetrahedral
indents according to the user-specified dimensions and coverage; (b) generation of a regular XY-grid of points inside a measuring cell of exactly 32 craters; (c)
intersection of vertical rays originating from said points with the triangular mesh of indents.

Fig. 9. Grey surface map of a modelled surface with eight indents for a
coverage of (a) 20 %, (b) 50 % and (c) 100 % (darker areas correspond to
higher depth below the initial plane, and the map’s scale was omitted for
generalization purposes).

Fig. 10. Operational diagram of this study.
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textures by summing the results obtained from modelling half-surfaces
only, thus extending the range of coverages that would not cause
overlapping.

Another especially interesting parameter for the purpose of this
study was arithmetical mean height (Sa), as it is the most frequently used
amongst all areal roughness parameters [14]. In addition, it can be
observed from Fig. 11 that Sa is not monotonic with coverage like Ssk and
Sku. Yet, contrary to Vvv, it remains differentiable on its entire domain of
definition. Besides, at a surface coverage of less than 20 %, the behav-
iours of Sa and Vvv were very similar. Finally, it is known that Ssk and Sku
are parameters of order 3 and 4 respectively (Table 5), meaning that
they are very sensitive to both noise and prominent topographical fea-
tures. For all these reasons and for the sake of intelligibility, the study
will be mainly focused on Sa and Sdr hereafter.

Despite the complex behaviour of Sa with coverage, a linear rela-
tionship of Sa as a function of average depth h was observed for any
value of the surface coverage of indents ci (Fig. 12). Therefore, it can be

relevant to introduce the volume coverage of indents wi, as well as that
of pileups ωi:
{
wi = cih
ωi = κiζ

(8)

Besides, an independence of Sa with average projected area a could
be observed as long as ci is conserved, indicating scale-invariance of Sa
along the XY-plane. However, by introducing some variability in the
dimensions of indents, complex behavioural changes were highlighted
by the model.

Looking at topographical data from real AWJ-textured samples
(Fig. 13), it can be observed that the distributions of indent depths,
projected areas and volumes are all positively skewed, so that approxi-
mately ¾ of craters have a maximal depth lower than the distribution’s
mean. This observation was reproduced for all the measured geometric
quantities and textured samples, as shown in Table 6. To consider this
dichotomy in crater geometry while considerably limiting the
complexity of the numerical model, the modelled surface was modified
to be composed of¾ of “small” indents and¼ of “big” ones (Fig. 14). The
parameters χa and χh were introduced, so that:

χa = aB/aS (9)

where aB and aS are the projected areas of “big” and “small” craters,
respectively (idem for h).

The mean value was of course preserved, such that:

aB + 3aS = 4a (10)

Therefore, the projected areas relative to “big” and “small” indents,
as computed in the model, were:
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

aB =
4χa

χa + 3
a

aS =
4

χa + 3
a

(11)

As shown in Fig. 15, it was found that:

Fig. 11. Effect of the surface coverage (ci) on surface roughness parameters
calculated using the numerical model for a homogenous repartition of identical
tetrahedral indents (with a = 500 µm2, h = 1 µm, and a lateral resolution of
0.25 µm): (a) arithmetical mean height (Sa), developed interfacial area ratio
(Sdr) and dale void volume (Vvv); (b) skewness (Ssk) and kurtosis (Sku).

Fig. 12. 3D graph showing the influence of surface coverage (ci) and average
indentation depth (h) on arithmetical mean height (Sa) for a homogenous
repartition of identical tetrahedral indents with a constant regular base of area
a = 500 µm2.

Fig. 13. Example of statistical distribution for the maximal depths of indents,
where about three quarters of the total number of indents have a maximal depth
below the arithmetical mean of the entire distribution (PMMA sample treated
with #120 particles at 400 bar).
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• Area variation alone did not change the evolution of Sa(ci, h), as long
as there was no overlapping of indents (which the model cannot yet
process).

• Depth variation alone increased Sa at high impact coverage. It is
interesting to note that:

lim
χh→∞

(Sa(ci, h, χh) ) = Sa
(
1
4
ci,4h

)

(12)

• Considering both depth and area variations together, the initial slope
of Sa(ci, h) was systematically increased by a factor Х(χaχh). It is
possible to show analytically that:

Х =
4(χaχh + 3)

(χa + 3)(χh + 3) (13)

4.2. Application to AWJ-textured samples

Knowing how the entry parameters of the model affect the resulting
roughness parameters, it was possible to assess its performance in
modelling the complex textures generated by AWJ treatment. For this,
all the geometric and numerary quantities introduced in Section 4.1
were measured. The quantity χq wasmeasured as the ratio of the average
value above the mean of a distribution q to the average value below the
mean (as previously highlighted in Fig. 13). For example, the depth h of
indents was expressed as in Eq. 14:

χh =
hh>0
hh≤0

(14)

Overall, for a given substrate, larger and deeper craters were
observed with increasing particle size and pump pressure, as shown in
Fig. 16. However, the factors influencing the number density of the
different crater entities appeared much more complex and were not
considered in this study.

Also, the influence of the measurement noise on roughness param-
eters was difficult to model, as it did not appear to be linked to any
measurable quantity. Looking at the measured arithmetical mean height
(Sa) values with and without noise, no clear relationship between the
two functions could be established (Fig. 17). Besides, explicit differences
in the behaviour of noise with Sa between the two materials were
highlighted. In fact, it is important to mention that the threshold values
for the removal of noise from the measured point clouds (as described in
2.3) were 3 to 7 times greater for PEKK samples (0.66 µm on average)
than for PMMA (0.15 µm). Consequently, the Sa measured for PEKK
samples were much more impacted by noise suppression.

Besides this numerical noise of low amplitude (less than 1 µm), there
was significant heterogeneity in the residual morphological features,
with very distinct features above and below the zero-elevation plane,
which limited the relevancy and repeatability of the analysis. On the
lower side, long, narrow grooves were often present due to excessive

Table 6
Proportion (in %) of values below the arithmetical mean for all the measured
geometric parameters (columns) and each textured sample (lines).

Proportion of values below distribution
mean for each sample (%)

a h V λ ζ Υ
79 81 85 78 75 83
68 67 75 75 73 81
77 69 77 78 74 82
70 63 74 84 80 89
68 67 72 69 69 77
68 71 76 90 77 92
77 78 81 74 72 80
75 74 79 73 71 77
65 67 73 73 70 78
69 73 77 68 68 74
62 46 69 63 61 68
73 67 79 63 68 73
77 79 86 81 78 87
77 78 85 80 77 86
73 76 82 78 77 84
70 73 82 75 74 82
73 80 81 78 78 87
70 75 80 74 75 85
72 76 86 74 77 85
68 72 76 74 74 81
72 76 81 75 75 82
70 72 77 74 71 80
69 70 78 69 78 82
69 75 80 69 70 76
66 72 76 68 73 78
65 67 75 71 72 81

Mean 71 72 79 74 73 81

Fig. 14. Generated surface with ¼ of the indents having both a projected area
and depth 2.5 times higher (χa = χh = 2.5) than the other ¾, with ci = 50 % and
h = 20 µm.

Fig. 15. Effect of indent size variation parameter χ on Sa(ci), for a constant
average indentation depth h of 1 µm. Values resulting from overlapping ge-
ometries were removed from the graph.
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manipulation of the samples. In fact, wiping of AWJ-textured samples
with cloth is likely to set loose weakly embedded particles and drag
them along the surface, causing prominent scratches to appear. On the
upper side, besides the actual pileups associated with aforementioned
scratches, dust particles (contamination), permanently embedded
abrasive particles, and cloth residue could be observed. Among this list
of parasitic features, those that corresponded to the criteria of size and
elongation mentioned in Section 2.3 were removed via the morpho-
logical filter. However, this operation would likely become ineffective in
the case of high surface noise (as with the PEKK samples used in this
study) due to the raised probability of overlapping entities. In any case,
surface pollution can be considerably reduced by cleaning the textured
samples in an ultrasonic bath prior to measurement.

4.3. Modelling of half surfaces

As explained in Section 3, a parametrization set consists of different
combinations of the geometric and numerary parameters measured on
the experimental samples. The simplest set that can be made is:

Γ1 = {ci, a, h, κi, λ, ζ} (15)

Adding variation upon the projected areas and heights yields a sec-
ond set:

Γ2 = {ci, a, χa, h, χh, κi, λ, χλ, ζ, χζ} (16)

Given that the model was composed solely of tetrahedra, the volume
of an entity was necessarily determined by its height and projected area,

given as entry parameters. However, the actual volume of an indent or
pileup can diverge significantly from that of a tetrahedron. To account
for this particularity, volume-derived dimensions were introduced in the
model. For each of the geometric parameters of the model, they were
defined as the value that they would have for a tetrahedron of identical
volume, and expressed as in Eq. 17:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

A =
3V
h

H =
3V
a

Λ =
3Υ
ζ

Ζ =
3Υ
λ

(17)

Thus, sets Γ3 and Γ4 are respectively equivalent to sets Γ1 and Γ2, but
with the areas and heights changed to the volume-derived definitions
from Eq. 17, leading to:
{

Γ3 = {ci,A,H, κi,Λ,Ζ}
Γ4 = {ci,A, χA,H, χH, κi,Λ, χΛ,Ζ, χΖ}

(18)

Finally, a fifth set was introduced, based on set Γ4 with the dispersion
parameter χA removed:

Γ5 = {ci,A,H, χH, κi,Λ,Ζ, χΖ} (19)

For each parametrization set, the performance of the model was
quantified using the concordance correlation coefficient (Table 7),
which was computed using Eq. 20:

ρc(u, v) =
2σuv

σ2u + σ2v + (u − v)2
(20)

where σuv is the covariance of the data samples u and v.
This criterion was chosen as it reflects the proximity of the data to the

y = x line, as opposed to the coefficient of determination (R2), which has
a more frequent usage but only considers closeness to a linear rela-
tionship.

Overall, set Γ5 gave the most accurate results. According to the

Fig. 16. Examples of binary surface maps after post-treatment, showing the
projected areas of pileups and indents for PMMA samples textured with various
AWJ conditions: (a) #220 particles at a pressure of 400 bar; (b) #220 particles
at a pressure of 1000 bar; (c) #120 particles at a pressure of 1000 bar.

Fig. 17. Concordance between the measured arithmetical mean height (Sa) of
all full surfaces (indents and pileups), with (y-axis) and without (x-axis) the
measurement noise.
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guidelines for the interpretation of the concordance coefficient [41],
there was an almost perfect agreement between the modelled and
measured data for both Sa and Vvv, with a maximal relative deviation of
4 %. Similarly, a highly substantial agreement was found for Sdr, with an
error of 20 %. However, the low-complexity numerical model fell short
with the shape parameters Ssk and Sku, which none of the tested
parametrization sets matched confidently, given that they are very
sensitive to noise and extrema. An exacerbated divergence was observed
for pileups, for which the half-surfaces generally have higher coverage
values than those of indents. The concordance between the measured
andmodelled Sa for the upper half-surfaces is shown in Fig. 18, as well as
the relevance of volume coverage (Eq. 8) as a possible independent
variable for low-coverage treatments.

4.4. Modelling of whole surfaces

Based on the additivity of the Sdr function (Eq. 7), it can be verified
that the sum of the modelled Sdr values for pileups and indents is indeed
equal to the measured Sdr of the entire surface (with noise removed)
with the fifth parametrization set. As expected, a deviation from the y =
x line was observed with increasing Sdr values (Fig. 19), with a
concordance coefficient of 82.3 %, close to the average of those obtained
for each individual half-surfaces (84.5 %). Therefore, the accuracy of the
Sdr summation technique appeared only limited by the accuracy of the
model with each individual half-surface.

To model Sa over the entire surface (indents and pileups), a first
modelling strategy, consisting of mixing pileups and indents uniformly

while preserving a mesh of 32 entities, could be tried (Fig. 20). Conse-
quently, the surface coverage to be computed (“crater coverage”) would
be the sum of both indents and pileups independent coverages, as
expressed in Eq. 21:

cc = ci + κi (21)

With a concordance coefficient of 93.6 %, this simple strategy did in
fact produce a good approximation of Sa for the experimental samples.
However, the model slightly underestimated the actual measured value,
especially with PMMA samples for which a divergence to the y = x line
was clearly visible (Fig. 21a). Thus, the uniform mixing strategy might
well be insufficient to properly model AWJ-textured surfaces. Yet,
considering also the deviation of Sdr with increasing coverage, one could
argue that the parametrization set Γ5 was too simple to capture the full
essence of the experimental surfaces. A pragmatic and conservative

Table 7
Concordance correlation coefficient ρc calculated for each topographical
parameter and each parametrization set.

Set Γ1 Γ2 Γ3 Γ4 Γ5

Indents (Z < 0) Sa 0.541 0.947 0.961 0.729 0.961
Ssk 0.814 0.823 0.813 0.832 0.847
Sku 0.754 0.727 0.752 0.758 0.745
Vvv 0.544 0.949 0.961 0.733 0.961
Sdr 0.246 0.704 0.724 0.946 0.940
Mean 0.580 0.830 0.842 0.800 0.891

Pileups (Z > 0) Sa 0.539 0.948 0.961 0.833 0.961
Ssk 0.331 0.380 0.331 0.399 0.480
Sku 0.141 0.165 0.141 0.170 0.217
Vvv 0.545 0.948 0.961 0.840 0.961
Sdr 0.266 0.518 0.705 0.807 0.798
Mean 0.364 0.592 0.620 0.610 0.684

Fig. 18. Evolution of the measured and modelled arithmetical mean height (Sa) as a function of (a) the surface coverage and (b) the volume coverage of pileups with
parametrization set Γ5.

Fig. 19. Concordance between the measured Sdr of the full surface (indents and
pileups, without noise) and the sum of the modelled Sdr of each half-surface
using Γ5.
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approach for improving the model would be to add a third size bin
(category) for both the indents and pileups, such that the equivalent full
surface would be comprised of six different geometries instead of four.
Theoretically, the more bins added, the closer the equivalent surface

should get to its experimental counterpart, and so the smallest number
of bins that satisfy the performance criteria should be used. Likewise, an
appreciable improvement could involve deviating the base element from
a tetrahedron, through the introduction of some measurable “deforma-
tion” parameter. Finally, considering the mean Sa and associated range
for each AWJ configuration (Fig. 21b), it is clear that PEKK samples were
more subject to statistical dispersion compared to PMMA samples,
which could partly be due to the lower quality of the surfaces before
texturing (initial state). Hence, the application of the presented char-
acterization method to other target-materials would be highly valuable
to further assess the performance of the proposed model.

5. Conclusions

The aim of this study was to develop a numerical model capable of
accurately predicting key surface roughness parameters resulting from a
random impact-based surface treatment process, such as AWJ texturing.
The proposed model featured equally spaced tetrahedra with pilotable
surface coverage and dimensions. Experimental investigation was con-
ducted on polymer samples textured using the AWJ process and a
custom post-treatment algorithm was implemented to extract relevant
morphological properties from the point clouds supplied by the profil-
ometer. To validate the model’s predictive capabilities, the roughness of
a representative uniform mix of indents and pileups was calculated and
compared to the corresponding measurements for textured surfaces.
Based on these experimental and numerical investigations, the following
conclusions could be established:

• It was found that impact-based surfaces could not simply be reduced
to a single average indent geometry, as varying heights and projected
areas for fixed average values considerably changed the behaviour of
areal field parameters as a function of the surface coverage of
indents.

• When applied to the proposed model, the parametrization set Γ5,
which featured surface coverage, volume-derived (V-) projected
area, V-height, and V-height variation, was shown to agree the most
with the experimental Sa, Vvv and Sdr of half-surfaces.

• The modelling of the Sdr of full surfaces with the summation strategy
produced an acceptable concordance coefficient of 82 %. However,
the consistent deviation to the experimental data observed with
increasing coverage suggests that a different parametrization set
could better describe this parameter.

Fig. 20. (a) surface map from a PMMA sample treated with #220 particles at
1000 bar and (b) modelled equivalent full surface (indents and pileups, without
noise), using the uniform mixing strategy.

Fig. 21. Concordance between the measured and modelled Sa of the full surfaces (indents and pileups, without noise) for both materials using the uniform mixing
strategy, with: (a) y = x comparison of all datapoints and (b) mean value and dispersion (range) for each AWJ configuration (particle mesh size and pressure).
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• The prediction of Sa with the uniform mixing strategy exhibited
excellent concordance (94 %) with the experimental values,
demonstrating the model’s reliability in predicting the areal surface
roughness of AWJ treatments at low surface coverage (less than
21 %) using common process parameters.

• A significant influence of the target-material on topographic pa-
rameters was observed. In fact, textured surfaces made of PEKK were
characterized by around twice the roughness of their PMMA coun-
terparts. This variation could be attributed to the difference in initial
surface quality between the two polymers, as the measured values of
crater coverage were overall higher on PEKK for the same texturing
conditions.

The proposed model offers a promising tool for optimizing surface
treatment processes and achieving desired surface characteristics. By
accurately predicting the resulting roughness parameters, the model can
guide the selection of appropriate process parameters, minimizing the
need for time-consuming and costly trial-and-error approaches.
Furthermore, the model’s simplicity and versatility allow for its poten-
tial adaptation to other impact-based surface treatment processes,
expanding its applicability beyond the AWJ texturing technique
explored in this study. However, further work would be needed to assess
the viability of the model above the studied range of surface coverage
values, which would likely require the implementation of an overlap
management solution. Such a tool could eventually be applied to the
surface preparation of composite materials for structural bonding, as
part of the value chain to optimize the adhesive performance and long-
term durability of composite and hybrid (e.g., titanium/composite)
structures.
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Appendix A. – Evolution of the average slope of the modelled Sdr(ci) function with lateral resolution (considering h ¼ 1 µm and a ¼
500 µm2), showing that the model converges towards the analytical value by lowering (improving) the resolution

Resolution (µm) 0 0.25 1 3

∂Sdr/∂ci × 103 518 492 420 255

Appendix B. – Proof of the expression for the factor Х on the slope of the Sa(ci) curve with a configuration of ¼ of “big” craters, based on
volume equilibrium, as Sa is confounded with the total volume of indents when ci→0

4ahХ = aBhB + 3aShS =
4χaa

χa + 3
4χhh

χh + 3
+ 3

4a
χa + 3

4h
χh + 3

= 4ah
4(χaχh + 3)

(χa + 3)(χh + 3)
(B.1)
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