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a b s t r a c t 

We address the question of evaluating shape derivatives of objective functions for radiative-transfer engi- 

neering involving semi-transparent media. After recalling the standard Monte-Carlo approach to sensitiv- 

ity estimation and its current limitations, a new method is presented for the specific case of geometrical

sensitivities. This method is then tested on configurations with multiple-scattering and absorbing (non- 

emitting) semi-transparent medium. A new geometrical sensitivity algorithm is presented with full details

in order to extend, on several examples, its implementation in complex geometries.
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. Introduction

The optimization of engineering processes involves an objective

unction driven by physical mechanisms. In the field of geometri-

al design, shape optimization models are required to find the ex-

remum of an objective function, denoted here as J( � π) , that de-

ends on a vector of design parameters � π . Among optimization

ethods, the gradient descent method can be used to find a lo-

al extremum, and stochastic methods (genetic algorithms, particle

warm optimization) can be used to look for a global extremum

7,9,20] . 1 In any case, the derivative of J( � π) with respect to � π is a

aluable piece of information for the optimization of engineering

rocesses [2,5,15,22] . 

Our work address process configurations that have a complex

eometry and where the radiative transfers are a major component

f heat transfer models, and therefore of the objective function

8] . Classically, the Monte-Carlo method is regarded as a method

f reference in such cases because it remains unbiased even for

onfigurations with high level of complexity in radiative proper-
∗ Corresponding author.

E-mail address: paule.lapeyre@promes.cnrs.fr (P. Lapeyre).
1 Some of the references are PHD theses in french. However, every information

hat is essential to this work is fully reported in the present text.
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ies and geometry [6,8,10,27] . To carry out the computation, the

odels are stated in an integral formulation, which is then con-

idered as an expectation, which in turn is estimated by sam-

ling, yielding an unbiased estimate of the expectation as well as

ts confidence interval. Considering sensitivities, a well-known ad-

antage of the Monte-Carlo method is its ability to estimate such

xpectation and its derivatives by using the very same sampling,

voiding additional computation time [1,11,14,17–19,26] . This ad-

antage has however some limitations when sensitivity to geo-

etrical parameters is considered because the integral formulation

f the model raises formalization and implementation difficulties

25] . Those limitations led us to consider the geometrical sensi-

ivities restarting from the local differential equations, namely not

ormulating first the physical models as integrals. 

Several studies have addressed the question of finding shape

erivatives for linear physical models through shape sensitivity

nalysis [24] . In the field of deterministic approach, [21] propose

 generalization of the sensitivity models to the radiative transfer

quation with specular and diffuse radiative boundary conditions

n order to solve the shape optimization problems. In the present

ork, we extend the question of evaluating shape derivatives when

sing the Monte-Carlo method as a method of reference. Towards

his goal, we propose a construction of the shape sensitivity mod-

ls that overcome the limitations mentioned above, still preserv-
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ing the intuitive aspect of the method and its unbiased prediction

power. In short, we consider the geometrical sensitivity as a quan-

tity that is transported. 

We show how to formulate its transport model [3] , as well as

how to translate the boundary conditions of the physical prob-

lem into the corresponding boundary conditions for the sensitivity

transport model. Then and only then, the MC method is used to

draw estimates from this new transport model. As a result, we gain

that geometrical sensitivities can be solved in configurations that

were previously unsolvable by classical differentiation of Monte-

Carlo integrals. As a side-effect, we lose the well-known advantage

of estimating sensitivities using the same sampling — yet at the

boundaries only. 

In Section 2 , we will briefly review the existing Monte-Carlo

method used to estimate an objective function J ( π ) and its deriva-

tive ∂ π J ( π ) and the difficulties raised by geometry deformation. In

next section, we will introduce our new sensitivity model. We will

use there an academic configuration with an uni-dimensional geo-

metrical parameter π in order to expose it in full details. 

Finally, the geometric sensitivity model will be applied on four

different configurations, presenting the scope of our development

so far for complex geometry, reflective boundary conditions and

curve surfaces. 

2. Classical approach for sensitivity in Monte Carlo methods

In this section, we briefly summarize the sensitivity calcula-

tion as described in [12] and [17] . Any radiative quantity J ex-

pressed as a linear integral function can be estimated by the

Monte Carlo method as long as it is stated as an expectation

( Eq. (1) of the first insert). Formulated as such, the objective

function might depend on the parameter π through the den-

sity probability functions, the Monte Carlo weight function and

the integration domain. One of the advantages of the Monte

Carlo method is that the sensitivities of the objective function

can always be defined from the same random variable (same do-

main definition and same probability density functions) as the

objective function ( Eq. (2) of the first insert). Numerically, this

means that the objective function and its sensitivities are esti-

mated simultaneously from the same set of the random variable

samples. 

However, when the integration domain is parameterized by π
(e.g. due to geometry deformation), two major difficulties have

been pointed out in previous works [17,25] . The first one lies in

constructing the formal expression of the deformation velocity vec-

tor inside the domain (see Eq. (4) in the first insert). The sec-

ond one arises from the implementation of this formal expres-

sion when dealing with multiple scattering and multiple reflec-

tion. These two difficulties jeopardize the extension of the exist-

ing method to configurations with complex geometry. Therefore,

we present an alternative proposal where the geometric sensitivi-

ties are obtained through the differentiation of the radiative trans-

fer model itself. 

As a last point, we recall that the typical objective functions

for geometrical design of (stationary) radiative transfer, when ad-

dressed with Monte Carlo, are integrals over frequency, over posi-

tions � x and over directions � u of linear functions of the monochro-

matic intensity I( � x , � u ) . The Monte Carlo algorithms therefore start

by sampling the corresponding spaces and the algorithm completes

by estimating I( � x , � u ) at the sampled frequency. The four examples

that will be presented below will include such preliminary sam-

pling, but all our formal developments will focus on the expres-

sions for I and ∂ π I . 
Classical approach to estimate sensitivities inside a Monte 
Carlo algorithm 

The random variable �, established over a multiple di- 
mension domain D � according to a probability density func- 
tion p �(γ ) , is identified such as: 

J(π ) = 

∫ 
D �(π ) 

p �(γ , π) dγ ˆ w (γ , π) = E 

(
ˆ w (�, π) 

)
(1) 

where ˆ w is a random variable function called the Monte 
Carlo weight function. When the integration domain is inde- 
pendent of π it is shown in [12] that the sensitivity of J(π ) 
with respect to π is : 

∂ π J(π ) = 

∫ 
D �

p �(γ , π) dγ

[
∂ π p �(γ , π) 

p �(γ , π) 
ˆ w (γ , π) + ∂ π ˆ w (γ , π) 

]
(2) 

∂ π J(π ) is an expectation of a new random variable func- 
tion ˆ w π of the same random variable �. 

ˆ w π (γ , π) = 

[
∂ π p �(γ , π) 

p �(γ , π) 
ˆ w (γ , π) + ∂ π ˆ w (γ , π) 

]
(3) 

When the integration domain does depend on π, it is 
shown in [16,17] that the sensitivity of J(π ) with respect to 
π can be written as : 

∂ π J(π ) = 

∫ 
D �(π ) 

p �(γ , π) dγ

×
[
∂ π ˆ w (γ , π) + 

ˆ w (γ , π) 
∂ π p �(γ , π) 

p �(γ , π) 

+ 

�
 ∇ . 
(

ˆ w (γ , π) p �(γ , π) � v π
)

p �(γ , π) 

]
(4) 

where � v π denote the deformation velocity. This velocity is 
constrained only at the integration domain boundaries, and 

must be extended arbitrarily all over the domain. 

. An alternative proposal : The sensitivity transport model

In this section, the intensity geometric sensitivity ∂ π I is in-

roduced at the modeling level. That is, instead of derivating I ( π )

tated as an integral, we view the sensitivity as a quantity with

ts own transport model. This model is obtained by derivating the

adiative transfer equation (RTE). In the present work, we consider

he case of a scattering, absorbing non-emissive medium (adding

edium emission would not convey any additional idea). 

Denoting the domain �, and the boundary ∂�( π ), the RTE then

eads :
 

�
 u . � ∇ I( � x , � u , π) = −(k a + k s ) I( � x , � u , π)
+ k s 

∫ 
4 π p( � u 

′ | � u ) d � u 

′ I( � x , � u 

′ , π) for � x ∈ �
I( � x , � u , π) = I ∂�(π) ( � x , � u , π) for �

 x ∈ ∂�(π) and 

�
 u . � n > 0 

(5)

The RTE differentiation leads to 
 

�
 u . � ∇ s ( � x , � u , π) = −(k a + k s ) s ( � x , � u , π)
+ k s 

∫ 
4 π p( � u 

′ | � u ) d � u 

′ s ( � x , � u 

′ , π) for � x ∈ �
s ( � x , � u , π) = s ∂�(π) ( � x , � u , π) for �

 x ∈ ∂�(π) and 

�
 u . � n > 0 

(6)

here s ( � x , � u , π) = ∂ π I( � x , � u , π) . Since the geometrical parameter π
nly appears at the boundary conditions, it does not affect the

perators of Eq. (5) . We can therefore notice that the sensitivity

ransport equation is identical to the intensity transport equation

n the domain �. It implies that, in the domain, the algorithms

sed to solve the RTE can be used unchanged to solve the sensi-
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Fig. 1. Schema corresponding to the sensitivity boundary condition ( Eq. (9) ).
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ivity transport equation. The sensitivity transport and the inten-

ity transport only differ over boundary conditions. Therefore sen-

itivity can be regarded as a quantity that is transported by the

ame transport model as the intensity, only changing the sources

t boundaries. The question that remains is then to determine the

ources of sensitivity at boundaries. We show below that sensitiv-

ty boundary conditions involve a coupling with intensity and de-

end on the radiative properties of the boundary ( Eq. (9) ) so that

he sensitivity transport can not be solved on its own. In the con-

ext of Monte Carlo formulation, this will result in an integral for-

ulation of the sensitivity which includes Eqs. (5) and (6) (details

n Section 4 ), which requires in turn to solve systems (5) and (6) in

arallel. 

eneral expression for sources of sensitivity at boundary 

Let us denote I B the field of the incoming radiative intensity

t the boundary. All Monte Carlo approaches rely on an integral

ormulation of the RTE solution of the form 

( � x , � u , π) = 

∫ 
D �(π ) 

p �(γ | � x , � u ) dγ ˆ w ( γ , I B ) (7)

here p �(γ | � x , � u ) is the probability density of path γ propagating

he radiative sources from the boundary through the medium up

o � x in direction 

�
 u . 

Identically, let us denote s B the field of the incoming sensitivity

t the boundary. The Monte Carlo algorithm evaluating the inten-

ity is straightforwardly translated into a Monte Carlo algorithm

valuating the sensitivity based on the following integral formula-

ion in which only the boundary sources are changed: 

 ( � x , � u , π) = 

∫ 
D �π (π ) 

p �π
(γπ | � x , � u ) dγπ ˆ w ( γπ , s B ) (8)

he absorbing and scattering medium properties are preserved

uring the process and therefore the space of optical paths � is

dentical to that of the sensitivity paths �π . The main point here

s that the sensitivity boundary conditions are transported by the

ame paths as the intensity boundary conditions and we can there-

ore use the same set of sampled paths to estimate simultaneously

oth quantities. 

However at this point the boundary conditions of the sensitivity

odel are unknown. The main objective of constructing the sensi-

ivity model is to formulate those boundary conditions: the sensi-

ivities associated to the geometrical perturbations for all incom-

ng directions at the boundary. Preserving the complete generality

f the emission, absorption, reflection and scattering phenomena

ompatible with the radiative transfers equation, these incoming

ensitivities can be written under the form of a linear application

 of 

• the sensitivities s ( � x , � u ′ , π) in all outgoing directions � u ′ (as for

any surface reflection problem, only here it is the sensitivity

that is reflected), 
• the intensities I( � x , � u ′ , π) also in all outgoing direction 

�
 u ′ , 

• and the black-body intensity at the local temperature

I b (T ( � x , π)) .

 ∂�(π) ( � x , � u , π) = L 

[
s ( � x , � u ′ , π) , I( � x , � u ′ , π) , I b (T ( � x , π))

]
with � u . � n > 0 

(9) 

The main point here is the fact that I appear in this linear ap-

lication. This implies that via the boundary condition, the sen-

itivity model is coupled with the intensity model: the sources

f sensitivity have to be evaluated, from the outgoing intensity

 Fig. 1 ), before being propagated into the domain. Appendix A and

ppendix B provide practical examples of these coupling at the
oundary. These examples correspond to the four configurations

tudied in next sections. 

A roadmap to the sensitivity transport model in the Monte 
Carlo context 

• The sensitivity transport equation is well established
and familiar: it represents the same transport phenomena as 
for the intensity ( Section 3 ). 

• Regarding the boundary conditions, as far as our config- 
urations are concerned: 

sources of sensitivities appear at geometrically modified 

boundaries ( Section 5 ): 

the impact of the volume of semi-transparent medium 

added or withdrawn when modifying the surface ; 
the term 

�
 u . � ∇ I of Eq. (18) is directly derived from the 

radiative transfer equation ( Section 5, Appendix A ). 
sources of sensitivity appear as Dirac distributions 

where intensity displays discontinuities at the 
boundary ( Section 5, Appendix A ) 

everywhere the boundary condition is reflecting for the 
intensity, it is as well reflecting for the sensitivity 

• From an algorithmic point of view:

well-identified difficulties arise from sources expressed 

as Dirac distribution in location and/or direction 

( Section 5 ), 
the coupling between sensitivity transport equation and 

intensity transport equation through the boundary 
conditions is dealt with standard double randomization 

technique ( Section 4 ). 

In configuration 1 , the source of radiation is a black cylinder

nside a square cavity filled with absorbing and scattering mate-

ial. The objective function is the local absorption power and the

eometric parameter π acts on the size of the square cavity. This

onfiguration is discussed in full details in Section 3 in order to

llustrate the entire process of designing a shape sensitivity algo-

ithm: expressing the sensitivity sources (as function of the in-

oming intensities); choosing a Monte Carlo algorithm propagat-

ng these sources as if they were known (according to the stan-

ard practice of Monte Carlo in radiative transfer); coupling it

ith a Monte Carlo algorithm evaluating I . In the following section

5) three other configurations are successively discussed. Config-

ration 2 is very similar to configuration 1 but now the square

avity is emitting with a temperature discontinuity. This leads to

he definition of a new type of sensitivity sources: Dirac sources

t the discontinuity location. Configuration 3 deals with the same

amily of sensitivity sources but they are now related to reflection

t geometrically modified boundaries and the technique is scaled

p to realistic thermal solar plants. The Dirac sources will here be

t the edge of heliostats of increasing sizes. With configuration 4

e go back to semi-transparent media, still with complex geome-

ries but now concentrating on the question of evaluating sources

t altered curved surfaces. 



Fig. 2. On the left, the square cavity geometry filled by a semi-transparent medium, lightened by an emissive cylinder at its center. On the right, the dashed line represents

the uniform scaling of the cavity. The solid multiple-scattering path is a typical realization of a radiative path use in a Monte Carlo algorithm evaluating the local absorption

power at � x 0 . The same path is used to evaluate the sensitivity. The dotted multiple-scattering path illustrates how we translate in Monte Carlo terms the coupling of the

sensitivity model with the initial radiative transfer model: the incoming sensitivity at � x γ requires the evaluation of the outgoing intensity at the same location and thanks

to double randomization, only one single sample of a standard Monte Carlo path is required to complete the sensitivity realization.
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s (  x γ ,  u γ , π) exp(−k a l γ ) .
4. Foundational algorithm (configuration 1)

Here, we expose the algorithmic principles of the method, us-

ing, for the sake of clarity, a fairly simple configuration with a sim-

ple geometrical alteration and homogeneous medium and bound-

aries. 

Let us consider a square cavity containing a gray semi-

transparent absorbing, scattering, but non-emitting medium. Cav-

ity dimensions are set along the x and y axes and are infinite along

the z axis. At the center of the square an infinite isothermal black-

body cylinder at temperature T . The square walls are also black but

emit no radiation ( Fig. 2 ). The semi-transparent domain is denoted

as �, and its boundary ∂�( π ) is constituted by the cavity bound-

ary R (π ) and the cylinder emitting boundary F . The geometrical

parameter π is setting the cavity boundary R (π ) : the deformation

is a colinear translation of R (π ) according to the normal vector

�
 n R (π ) resulting in an uniform scaling of the cavity. The objective

function is the local absorption power J( � x 0 , π) at a location 

�
 x 0 and

we aim at evaluating its derivative ∂ π J( � x 0 , π) with respect to π .

Both are integrals over the unit sphere of I and s : 

J( � x 0 , π) = 

∫ 
4 π

k a I( � x 0 , � u 0 , π) d � u 0 (10)

∂ π J( � x 0 , π) = 

∫ 
4 π

k a s ( � x 0 , � u 0 , π) d � u 0 (11)

In the Monte Carlo context, these integrals will be evaluated by

first sampling a direction 

�
 u 0 and then evaluating I( � x 0 , � u 0 , π) and

s ( � x 0 , � u 0 , π) . 

The radiative model is the RTE of Eq. (5) with the boundary

conditions:{
I( � x R 

, � u , π) = 0 

I( � x F , � u ) = I b (T ) 
(12)

4.1. The sensitivity model 

With regard to the square cavity deformation and considering

the boundary radiative properties, the linear application L describ-

ing sensitivity boundary conditions is here 

s ∂�(π) ( � x F , � u ) = 0 (13)

because F is unaffected when changing π , and 

s ∂�(π) ( � x R (π ) , � u , π) = − k s
�
 u . � n R 

∫ 
p( � u | � u 

′ ) d � u 

′ I( � x , � u 

′ , π) (14)

4 π
e will discuss the expressions of such sensitivities for incoming

irections at geometrically modified boundaries with more gener-

lity in Section 5 and Appendix A . The main point is that they in-

lude the intensity in outgoing directions. Here the reason is the

ollowing: when enlarging the cavity (for instance), a new layer of

emi-transparent material is introduced and this layer can interact

ith outgoing radiation and scatter it back into the cavity. 

.2. Propagating the sensitivity sources with a standard Monte Carlo 

pproach 

The sensitivity boundary condition is coupled with the outgo-

ng intensity at all points on the geometrically modified bound-

ries. This means that we have to evaluate this intensity to set the

oundary condition. Let us temporarily assume that the intensity

s known and therefore that the sensitivity is also known for all

ncoming directions. We can then consider these incoming sensi-

ivities as sources, as in a standard radiative transfer problem, and

hink of Monte Carlo algorithms propagating them. Here we want

o evaluate s at a location 

�
 x 0 and direction 

�
 u 0 . We know that s is

olution of the very same RTE as I and the standard Monte Carlo

pproach would therefore be to use a reverse algorithm, exactly as

or the estimation of I( � x 0 , � u 0 , π) . This means that the algorithms

valuating I( � x 0 , � u 0 , π) and s ( � x 0 , � u 0 , π) start with the very same

teps, and therefore can share the same sampled paths: 

• A multiple scattering paths γ is sampled, starting at � x 0 in direc-

tion −�
 u 0 , finding successive scattering locations � x i according to

Beer law for pure scattering, scattering directions −�
 u i accord-

ing to the single scattering phase function, until reaching one

of the two absorbing solids at location 

�
 x γ in direction −�

 u γ .
• Two Monte Carlo weights are then computed using the same

path:
• one for the intensity problem that is simply the value

of the incomming intensity at � x γ in direction 

�
 u γ attenu-

ated by continuous absorption along the path length l γ , i.e.

I( � x γ , � u γ , π) exp(−k a l γ ) ,
• one for the sensitivity problem constructed the very

same way but with the incomming sensitivity, i.e.

� �



Fig. 3. Absorbed radiative intensity density J ( π ) and its sensitivity ∂ π J ( π ) to the

uniform scaling of R (π ) boundary. The phase function in the semi-transparent 

medium is isotropic p �
 U ( � u i ) = 

1 
4 π and the probability density function of scatter- 

ing extinction is p �(l i ) = k s exp (−k s l i ) . Cavity dimensions are set by a variation δL 

of L influencing the optical thickness k e L . Single scattering albedo is uniform on

the cavity k s 
k e

= 0 . 5 . Estimations of the absorbed radiative intensity density and its 

sensitivity are obtained from 2.10 6 realizations of the corresponding Monte-Carlo

weight function.
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Fig. 4. Sensor’s response J ( π ) and its sensitivity ∂ π J ( π ) ( Eqs. (15) and (16) ) to a

uniform scaling of R (π ) . By comparison with previous simulation examples, the 

intensity is here integrated over the sensor’s surface and its response frequency

range. The sensitivity results show that the additional integration process has no

influence on the sensitivity estimation. The sensor of square surface S sensor is lo- 

cated at location � x 0 ( Fig. 2 ) and oriented toward the −�
 e x direction. The geometrical 

change of the cavity is the same as in Fig. 3 . The wavelength range is [ λmax 

2 
; 2 λmax ] 

where λmax (T ) is the wavelength of the Plank function maximum at the cylinder

temperature T = 10 0 0 K. The dependencies with wavelength of the absorption and 

scattering coefficients are k a (λ) = k s (λ) = (1 /λmax ) λ. 
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.3. Coupling the sensitivity Monte Carlo algorithm with an estimate 

f the outgoing intensity 

Since the sensitivity sources are unknown at this stage, the al-

orithm described above is incomplete for its sensitivity part: we

ould need to evaluate the intensity at each location 

�
 x γ where

aths meet boundaries, and in all directions � u ′ . We could embed a

ull new Monte Carlo computation of I for such each location 

�
 x γ ,

ut this is unnecessary due to one fundamental property of Monte-

arlo methods: the double randomization. Since the sensitivity is

xpressed as an expectation of a linear function of the intensity

hat is itself expressed as an expectation, both can be nested into

ne expectation [4] . Hence, the sensitivity can be estimated with

o bias using one single Monte Carlo algorithm to estimate the lat-

er, combining sensitivity and intensity. This is the same idea as in

everse multiple scattering or multiple refection Monte Carlo algo-

ithms. In such very standard algorithms, when a collision location

as been sampled, at a surface or in the volume, fully computing

he reflection or scattering sources would require to start a Monte

arlo algorithm with a large number of sampled paths for each un-

nown intensity in each incoming direction. But instead, only one

eflection or scattering direction is sampled and a multiple scatter-

ng path is initiated for this direction only. Here the process is less

ntuitive because it combines sensitivities and intensities, but it is

trictly similar: 

• a path γ is sampled, as described above, from ( � x 0 , � u 0 ) to

( � x γ , −�
 u γ ) ;

• the required sensitivity s ( � x γ , � u γ , π) is defined in Eq. (14) as an

integral over directions � u ′ and the algorithm therefore samples

�
 u ′ (just as sampling the phase function in a multiple scattering

algorithm); 
• a new path γ ′ is started in direction −�u′ as if evaluating

I( � x γ , � u ′ , π) with a reverse Monte Carlo algorithm. 

The resulting algorithm is described in Fig. C.16 . The sampling

f � u ′ is isotropic. If � u ′ is oriented toward the inside of the cav-

ty (scalar product � u ′ . � n R (π ) > 0 ), the radiative intensity value is

nown: it is null since the square surface is neither emitting nor

eflecting (box B in Fig. C.16 ). So the path γ ′ evaluating intensity

s only required when 

�
 u ′ is an outgoing direction (dotted path in
ig. 2 ). Box C in Fig. C.16 displays an example of the only cases

here the sensitivity Monte-Carlo weight has a non null value:

hen γ hits the square, � u ′ is outgoing, and γ ′ hits the cylinder.

Fig. 3 displays the simulation results and illustrate the stabil-

ty of sensitivities estimated by the model. For comparison, finite

ifferences were calculated from Monte-Carlo estimation of the ab-

orbed radiative power density for different positions of the upper

urface. The latter results illustrate the typical difficulties encoun-

ered when evaluating the sensitivities from finite differences, that

s the difficulty to obtain converged results. In this regard, if δL is

hosen too small with respect to L , the variance of the finite dif-

erence estimate becomes too large and the results are inaccurate.

n the contrary, if δL is too large, the finite difference converges

ut toward a value that departs from the true sensitivity. This dif-

culty is well known when gradients are estimated by differentia-

ion (it is outlined in the gradient-based Kiefer-Wolfowitz method

resented in [7] ). The figure also shows that the local absorption

ower becomes less sensitive to a variation of δL 
L when the size

f the cavity increases. Table 1 summarizes the results of the local

bsorption power and its shape sensitivity for different parameter

ets. The closer the probe location gets to the R (π ) boundary the

igher the sensitivity. It also shows a practical limit to the eval-

ation of the sensitivities in the case of high optical thicknesses.

part from this limit, there are no convergence issues. 

.4. Surface and spectral integration 

The methodology can be extended to a spectral and surface ob-

ective function, for example to simulate the response measured,

t the position 

�
 x 0 within the cavity, by a sensor of surface S , and

or a given frequency range. As long as the measure settings are

ndependent of the deformation parameter, the question of evalu-

ting the sensitivity as presented in Section 3 and the correspond-

ng methodology ( Section 4 ) are not impacted. In terms of Monte-

arlo, evaluating the sensor response sensitivity to a perturbation

f the square surface is equivalent to sample a position on the sen-

or surface, a wavelength within the specific frequency range and

 direction within the measured hemisphere prior to sample the



Table 1

Absorbed radiative intensity density and its sensitivity results for a fixed value of L . The probability den- 

sity function for isotropic scattering is p �
 U ( � u i ) = 

1 
4 π and probability density function of scattering extinction

is p �(l i ) = k s exp (−k s l i ) . Location � x 0 on the y axis is determined by y 0 
L 

= 0 . 5 and the ratio between the cylinder 

radius and L is set at r 
L 

= 0 . 125 . The number of realizations of the Monte-Carlo weight functions is N = 2 × 10 6 , 

ε(%) represents the relative error of ∂ π J ( π ) and J ( π ).

k a L k s L
x 0
L

∂ π J( � x 0 ,π ) L
4 πk a I b max

σ L
4 πk a I b max

ε∂ π J (% ) J( � x 0 ,π )
4 πk a I b max

l σ
4 πk a I b max

ε J (%)

1 1 0.6375 1.47e −02 6.221e −05 0.42 3.89e −01 3.297e −04 0.09

1 10 0.6375 1.88e −02 2.299e −04 0.01 5.54e −01 3.037e −04 0.06

1 50 0.6375 4.06e −04 2.765e −05 6.80 6.64e −01 2.665e −04 0.04

1 100 0.6375 1.08e −05 2.31e −06 21.31 6.66e −01 2.602e −04 0.04

1 0.001 0.6375 1.85e −05 6.243e −08 0.34 3.53e −01 3.308e −04 0.09

10 1 0.6375 1.34e −06 1.198e −08 0.89 2.86e −01 2.669e −04 0.09

50 1 0.6375 1.16e −20 3.874e −22 3.33 1.19e −01 1.292e −04 0.01

0.001 1 0.6375 6.50e −02 2.878e −04 0.44 4.23e −01 3.493e −04 0.08

1 1 0.75 2.24e −02 9.048e −05 0.41 1.54e −01 2.199e −04 0.14

1 1 0.875 3.27e −02 1.255e −04 0.38 8.10e −02 1.531e −04 0.19

1 1 0.9875 7.70e −02 3.644e −04 0.47 4.73e −02 1.123e −04 0.24

1 1 0.9875 = 

y 0 
L

5.22e −02 3.287e −04 0.63 2.05e −02 6.766e −05 0.33

Fig. 5. The two different effects of an infinitesimal modification of the boundary on the incoming intensity at position � x ∂�(π) and direction � u .
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sensitivity path ( Eqs. (15) and (16) ). 

J( � x 0 , π) = 

∫ 
S

d S 

∫ λmax 

λmin

d λ

∫ 
2 π

k a (λ) I( � x 0 , � u 0 , λ, π) d � u 0 (15)

∂ π J( � x 0 , π) = 

∫ 
S

d S 

∫ λmax

λmin

d λ

∫ 
2 π

k a (λ) s ( � x 0 , � u 0 , λ, π) d � u 0 (16)

The typical integrated radiative objective functions do not intro-

duce additional difficulties regarding the sensitivity. Fig. 4 displays

the corresponding simulation results. 

5. The different types of sensitivity sources

In this section we focus on the sensitivity sources. So far we

have seen that beside the coupling at the boundary condition, the

sensitivity model can be estimated in the domain exactly like the

intensity model, using standard Monte Carlo approaches to radia-

tive transfer. The following examples will all make use of most

simple forward Monte Carlo algorithms. More attention will be de-

voted to the boundary condition definitions, in particular to the

Dirac sources due to boundary discontinuities and to sources asso-

ciated to curved surfaces. 

We will see that depending on the configurations, the sensi-

tivity sources can take diverse forms, namely that the linear ap-

plication expressing the boundary conditions can be composed of

distinct linear operators. In Appendix A , formal developments are

provided and reported here by Eq. (17) for a translation colinear to

the normal vector : 

s ( � x ∂�(π) , � u , π) = −∂ y I( � x ∂�(π) , � u , π) v + ∂ π I p (x, z, � u , π) (17)

This formulation establishes a relation between the shape deriva-

tive s ( � x ∂�(π) , � u , π) and the material derivative ∂ π I p (x, z, � u , π) in
his particular transformation [24] . Using this relation for black-

ody radiative boundary conditions, we identify two types of con-

ributions to the sensitivity in incoming directions: 

 ( � x ∂�(π) , � u , π) = − �
 u . � ∇ (I( � x ∂�(π) , � u , π) 

�
 u . � n 

v 

+ 

�
 u . � ∇ T I( � x ∂�(π) , � u , π) 

�
 u . � n 

v with 

�
 u . � n > 0 (18)

he first contribution type (first term in Eq. (18) ) corresponds to

he effect of medium diffusion and medium absorption in the in-

nitesimal layer along the surface added or suppressed after the

urface deformation (cf Fig. 5 a). If a surface is shifted toward the

utside, its displacement creates a new layer in its vicinity (the

nterior volume is increased). The intensity exiting the surface in

irection 

�
 u will be attenuated by this layer (absorption and scat-

ering) and furthermore the intensity incoming on this new layer

ill have a probability to be scattered in direction 

�
 u . When trans-

ated into sensitivities, these decreases and increases of the in-

oming intensity at the boundary lead to exactly the same terms

s the collision terms in the radiative transfer equation ( −(k a +
 s ) I( � x , � u , π) + k s 

∫ 
4 π p( � u ′ | � u ) d � u ′ I( � x , � u ′ , π) ), which allows to summa-

ize them using the transport operator, which explains the term

�
  . � ∇ I in Eq. (18) (transport equals collision in the stationary RTE). 

In configuration 1 , only this first contribution term was en-

ountered. The second term of Eq. (18) corresponds to the effects

f non homogeneous radiation in incoming directions at a geomet-

ically modified boundary. We use the notation 

�
 ∇ T I for the surface

radient, also called tangent gradient, of the incoming intensity at

he boundary. Fig. 5 b illustrates this effect on the intensity at loca-

ion 

�
 x ∂�(π) in direction 

�
 u . Let us assume that the medium is trans-

arent: before the deformation, the intensity in direction 

�
 u was ex-

ctly the intensity emitted or reflected by the surface at that point.



Fig. 6. The two types of discontinuities generating sources of sensitivity. The image 6 a represent the discontinuity induced by the edges connecting two plane surface. The

image 6 b represent the discontinuity induced by the shading. Finally the image 6 c represent the combination of both types of discontinuities according to the radiative

intensity direction.

Fig. 7. Configuration 2, on the left the square cavity geometry filled by semi-transparent medium and the deformation of the upper wall. On the right the locations of the

sensitvity sources.

A  

t  

t  

s  

h  

e  

t  

a  

s  

w  

a  

o  

o

 

b  

s  

a  

p  

a  

s  

n  

m

 

s  

i  

s  

w  

s  

t  

e  

t  

c

 

a  

s  

c  

f  

e  

I  

a  

o  

o  

g  

t  

s  

A  

d

5

 

s  

m  
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u⎧⎪⎨
⎪⎩
fter deformation, this intensity comes from another location on

he surface which explains the tangential gradient in Eq. (18) . This

angential gradient plays a very specific role when dealing with

urface discontinuities, for instance when two adjacent surfaces

ave different temperatures ( Fig. 6 a), or different reflection prop-

rties, or even when they have the same reflection properties but

heir normals are not the same. In all three cases, the intensity in

ny incoming direction is discontinuous when modified along the

urface and the corresponding Heaviside function leads to a Dirac

hen applying the tangential gradient. This creates sources that

re not continuously distributed along the surface but concentrated

n the discontinuity lines: we then have to deal with Dirac sources

f sensitivity. 

The same idea of a discontinuity of intensities at modified

oundaries allows to think the sensitivity sources associated to

hading effects. This is illustrated in Fig. 6 b with a curved surface:

t point p some directions are blocked by the surface and if the

oint is displaced along the y axes, it will block new directions

nd consequently become a local source of sensitivity. The same

hading effect occurs with adjacent plane surfaces with different

ormal orientations as soon as the discontinuity p is geometrically

odified (see 6 c). 

For configuration 2 , we handle formally this specific familly of

ensitivity sources, starting from Eq. (18) and we give rigorous def-

nitions of Dirac sources of sensitivity. For further cases, the formal

tatement of those sensitivity sources at discontinuities is still a

ork in progress. We do not address them yet using the general

ensitivity boundary condition stated in Eq. (18) but they are es-

imated on an ad hoc basis by analyzing geometrically the differ-

ntial implications of surfaces deformations. This is the case for
he curved and reflective surface examples of configuration 3 and

onfiguration 4 (see Appendix B ). 

In the following of this section, configuration 2 gives an ex-

mple of an edge boundary discontinuity treated from the general

ensitivity boundary condition statement Eq. (18) in an academic

ase: the same square cavity as in part 4 but with a different de-

ormation. In configuration 3 , the intensity edge discontinuity is

xtended on a thermal solar configuration with reflective surfaces.

t is showed that this particular type of sensitivity sources can have

 heavy impact on the algorithm when considering complex ge-

metry. We recognize here similar difficulties as reported in an-

ther work about shape sensitivities [13] where optimizing the al-

orithm process demanded great effort s in the case of image syn-

hesis transparent medium configurations. The boundary condition

tatement of configuration 3 has been done on an ad hoc basis in

ppendix B . Finally configuration 4 gives an example of a shading

iscontinuity in the case of curved surface. 

.1. Configuration 2 

Let us consider another square cavity which dimensions are

et along the x and y axes and are infinite along the z axis. The

edium inside the square, in the domain �, is semi-transparent.

he four walls of the square cavities are black-bodies and only the

pper wall is emitting ( R up ) : 

 

 

 

 

I( � x F , � u , π) = 0 or � x F = (x, 0 , z) 
I( � x R l 

, � u , π) = 0 or � x R l 
= (0 , y, z) 

I( � x R r 
, � u , π) = 0 or � x R r 

= (L, y, z) 
I( � x R up 

, � u , π) = I b (T ) or � x R up 
= (x, L, z) 

(19) 



Fig. 8. Radiative flux on the bottom-wall J ( π ) and its sensitivity ∂ π J ( π ) to the

height of the up-wall. The phase function in the semi-transparent medium is

isotropic p �
 U ( � u i ) = 

1 
4 π and the probability density function of scattering extinction 

is p �(l i ) = k s exp (−k s l i ) . Cavity dimensions are set by a variation δL of L influencing 

the optical thickness k e L . Single scattering albedo is uniform on the cavity ks 

k e 
= 0 . 5 . 

Estimations of the radiative flux and its sensitivity are obtained for 1.10 6 realiza- 

tions N of the corresponding Monte-Carlo weight function.

Fig. 9. Schema of the concentrating solar tower and of the heliostat field with an

illustration of the heliostat size deformation. The sun surface is named S, the tower 

τ , the heliostats surface H and the receiver surface R . 
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The geometrical parameter π induces an extension of the height of

the square cavity by a displacement of the upper-wall in a direc-

tion colinear to the upward normal vector � n R up ( Fig. 7 ). The objec-

tive function is the radiative flux crossing the bottom-wall ( F) and

we want to estimate its sensitivity to π . 

The sensitivity source is only at the modified boundary, i.e.

along the upper wall. It has four contributions associated to: 

• extinction of radiation by the medium in the vicinity of the

modified boundary,
• scattering sources in the same vicinity,
• temperature discontinuity at the left side of the modified

boundary,
• temperature discontinuity at the right side of the modified

boundary.

The last two contributions are Dirac sources (involving a Dirac

distribution at 0 and L ): 

s ∂�(π) ( � x R (π ) , � u , π) = −k a + k s 
�
 u . � n R up 

I b (T ) 

+ 

k s
�
 u . � n R up 

∫ 
4 π

p( � u | � u 

′ ) d � u 

′ I( � x , � u 

′ , π)
+ I b ( � x , � u , π, T ) 
�
 u . � e x 

�
 u . � n R up 

δ(x − 0) H ( L − x ) H( � u . � e x ) 

−I b ( � x , � u , π, T ) 
�
 u . � e x 

�
 u . � n R up 

δ(x − L ) H ( x − 0 ) H(−�
 u . � e x ) (20)

The second contribution was already discussed in Configura-

ion 1 . The first contribution did not appear because the square

urface was neither emitting nor reflecting (no incoming radia-

ion). Here it appears because the geometrically modified bound-

ry is a black-body at temperature T . Both the first and second

ontributions are distributed all along the upper wall. The other

wo contributions are at the singular infinite corner lines (dots in

ig. 7 b). Because of the Heaviside terms H( � u . � e x ) and H(−�
 u . � e x ) , for

 given direction 

�
 u , only one of the two is active: that correspond-

ng to the corner from which 

�
 u is a valid incoming direction. They

orrespond to the fact that from a given location inside the do-

ain, when considering radiation coming from the corner exactly,

ncreasing π (i.e. raising the top surface) implies that the non-

mitting lateral face is viewed, whereas lowering it implies that

he emitting top surface is viewed. The Dirac sources of sensitivity

ranslate this discontinuity in distribution terms. 

We implemented a very standard forward Monte Carlo algo-

ithm in which these sources are propagated from the upper-wall

nto the domain along multiple-scattering paths, attenuated expo-

entially with respect to the absorption optical thickness of the

ath. Only the paths reaching the bottom-wall contribute to the

ensitivity estimate. Fig. 8 displays the results for both the bottom-

all radiative flux as function of the top surface height. In the

ame graph the sensitivity to the height is plotted twice: as es-

imated using the present sensitivity Monte Carlo algorithm and

valuated from finite differences. Using the sensitivity model con-

ergence is less than 1% for 10 6 sampled paths, in contrast with

he finite difference estimates that are much less accurate as ex-

lained in Section 4 . 

.2. Configuration 3 

In this configuration shape sensitivities are implemented for a

oncentrating solar tower application [9] . The configuration is il-

ustrated on Fig. 9 . The mirrors are specular reflecting flat squares

nd the surrounding medium is transparent. The intensity bound-

ry conditions for all incoming directions are stated on each of the

ollowing geometrical objects: the sun S, the tower T , the thermal

eceiver R and the heliostats H:
 

 

 

 

 

I( � x S , � u , π) = I s 
I( � x T , � u , π) = 0 

I( � x R 

, � u , π) = 0 

I( � x H 

, � u , π) = ρ I( � x H 

, � u spec , π) 

(21)

he incoming intensities are null at all the other limits (sky and

round). The simulation objective is to evaluate the radiative flux

t the receiver and understand the impact of the heliostat field de-

ign in terms of the following three optical phenomena: an optical

ath from a point in the solar disk to a point on one of the he-

iostats may 

• be shaded by a surface located between the sun and the helio-

stat (the shading phenomenon);
• be blocked by a surface located between the reflection location

and the receiver (the blocking phenomenon);
• miss the receiver due to optical errors during the reflection (the

spillage phenomenon).

We here study the influence of the variation of the heliostat

ize (which is modified according to the parameter π , Fig. 10 ). The

nlargement of a mirror symbolized in Fig. D.17 by the arrow D,

an lead to 



Fig. 10. Deformation of an heliostat mirror with respect to the parameter π . The

parameter influences the size of the mirror area surface.

Fig. 11. Thermal power sensitivity to the size of the mirrors of an heliostat field.

The medium is transparent and the deformation the width of the mirrors increases

by π . The size is represented by the width of the square heliostat mirrors.
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• an increase of the thermal power collected due to the increase

in reflective area Fig. D.17 a
• a decrease of the thermal power collected due to the appear-

ance of a shading phenomenon Fig. D.17 b
• a decrease of the thermal power collected due to the appear-

ance of a blocking phenomenon Fig. D.17 c

As they are the only deformed surfaces, in terms of sensitivity

odeling the heliostats mirrors are the only sensitivity sources. On

ach heliostat the incoming sensitivity has five contributions: 

• one associated to the reflection of sensitivity sources coming

from other heliostats;
• four associated to the extension of each of the heliostat edges.

Using a Cartesian coordinate system ( O, x, y ) centered on the

eliostat and aligned with edges, 

s ∂�(π) ( � x H(π ) , � u , π) = 

ρs ( � x , � u spec , π) H( 
π

2 

− x ) H( 
π

2 

− y ) H 

(
π

2 

+ x 

)
H 

(
π

2 

+ y 

)
+ 

( ρI( � x , � u spec , π) − I( � x , � u , π) )

2 

δ
(
π

2 

− x 

)
H 

(
π

2 

− y 

)
×H 

(
π

2 

+ x 

)
H 

(
π

2 

+ y 

)
+ 

( ρI( � x , � u spec , π) − I( � x , � u , π) )

2 

δ( 
π

2 

− y ) H 

(
π

2 

− x 

)
×H 

(
π

2 

+ x 

)
H 

(
π

2 

+ y 

)
+ 

( ρI( � x , � u spec , π) − I( � x , � u , π) )

2 

δ
(
π

2 

+ x 

)

×H 

(
π

2 

− y 

)
H 

(
π

2 

− x 

)
H 

(
π

2 

+ y 

)
+ 

( ρI( � x , � u spec , π) − I( � x , � u , π) )

2 

δ
(
π

2 

+ y 

)
×H 

(
π

2 

− x 

)
H 

(
π

2 

+ x 

)
H 

(
π

2 

− y 

)
(22) 

he first contribution was not encountered in configuration 1 and

onfiguration 2 because none of the surfaces were reflecting. Here

or the sensitivity model, the reflecting heliostats simply reflect the

mpacting sensitivities exactly as they reflect intensity in the ini-

ial radiative transfer model. It is not always the case. When the

eometric parameter creates a translation of the reflective bound-

ry, other terms appear (not shown). See, for instance, the general-

zation of reflective sensitivity boundary conditions that have been

one in [21] for deterministic method. The four other terms are

ery similar to the Dirac sources of configuration 2 : they trans-

ate in sensitivity terms the intensity discontinuity at the limit of

odified boundary. 

As far as the sensitivity Monte Carlo implementation is con-

erned, we used a forward approach, which was not the case for

he initial radiative transfer algorithm. Indeed, when evaluating the

ux collected by the receiver, standard concentrated solar algo-

ithm do not start at the sun: the first step is the sampling of a

ocation on the heliostat surfaces and only then a location on the

olar disk is sampled to represent the solar radiative sources in a

ackward Monte Carlo approach. Here for the sensitivity, we stick

o a direct sampling of the sensitivity sources themselves, without

ny intermediate statistical step. This means that we start by sam-

ling a location along all the edges of all the heliostats. The sen-

itivity sources are indeed only at the edges: the first contribution

n (22) , spread over all the heliostat surface, is only a reflection of

ensitivities emitted elsewhere (at the edge of an heliostat) and

ropagated to the mirror surface. Therefore in a forward Monte

arlo algorithm for sensitivities, paths will be started at the edges

nd refection will simply occur when a path encounters a mirror.

he only subtle point is that the sources at each edge location in-

olve the knowledge of two intensities: one in the direction 

�
 u spec 

efore reflection, one in the considered direction 

�
 u corresponding

o radiation propagating at the edge location without impacting

t, therefore coming from another heliostat. These two intensities

re not known and double randomization is used (as already illus-

rated in Sections 4 and 5.1 ), meaning that two radiative paths are

nitiated at the sampled edge location. Apart from this double ran-

omization technique, that will be required for all sensitivity algo-

ithms involving either reflection or scattering, the sensitivity algo-

ithm is fully standard, the sources being propagated along straight

ines, reflected by the heliostats, until they reach the receiver or

re stopped by an absorbing surface. 

Fig. 11 displays simulation results for an heliostat field including

50 heliostat set up with a radial staggered layout [23] . The ther-

al power sensitivities are estimated for an heliostat size range

etween 0.8 to 1.2 m with a step of 0.02 m. The results presented

n the Fig. 11 start at the value of 0.8 m. Indeed when there is no

verlap of the heliostats (blocking, shading) the collected power is

roportional to the size of the heliostats. This results in a constant

ensitivity of the collected power to the size of the heliostats. In

his figure we therefore only present the sizes of heliostat mirrors

hich induce overlap. 

The results have been cross validated with finite differences and

how an exact match. The standard error is significantly smaller

0.03% for 10 6 samples) than that of the finite difference estimate,

s explained in Section 4 . Once the double randomization scheme

as clarified, there were no particular difficulties associated to

he implementation itself and no specific convergence issues were

dentified. 



Fig. 12. Complex geometry academic configuration representing an emitting sphere inside a supershape ( Fig. 12 a) and the receptive part of the supershape surface ( 12 b).

Fig. 13. Radiative flux received by a part of the surpershape surface ( Fig. 12 b) J ( π )

and its sensitivity ∂ π J ( π ) to the sphere radius. The phase function in the semi- 

transparent medium is isotropic p �
 U ( � u i ) = 

1 
4 π and the probability density function of

scattering extinction is p �(l i ) = k s exp (−k s l i ) . Cavity dimensions are set by a vari- 

ation δr of r . Single scattering albedo is uniform on the surpershape k s 
k e 

= 0 . 5 . Es- 

timations of the received radiative flux and its sensitivity are obtained for 1.10 6

realizations N of the corresponding Monte-Carlo weight function.
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5.3. Configuration 4 

In this configuration we consider a sphere, described in para-

metric terms, inside a surpershape geometry, descried as a large

ensemble of triangles. The sphere is stated as an isothermal emit-

ting black-body at temperature T and the boundary of the super-

shape is also a black-body but not emitting. The medium between

the supershape and the sphere is semi-transparent and non emit-

ting. 

The objective function is the radiative power received by a part

of the supershape boundary: that is all the supershape surface

above the slice in the Fig. 12 b. The goal is to estimate its sensi-

tivity to the sphere radius. The intensity model is stated from the

RTE with Lambertian boundary condition at the sphere surface :{
I( � x Ssphere , � u , π) = I b (T ) with 

�
 u . � n sphere > 0 

I( � x Sshape , � u , π) = 0 with 

�
 u . � n shape > 0 

(23)

with all the normal vectors oriented toward the medium. The

radiative power emitted by the sphere surface is 4 π r 2 σT 4 . This

quantity is attenuated during its transport in the semi-transparent

medium. Since only the sphere radius r is influenced by the ge-

ometrical parameter π only the sphere surface will be emitting
ensitivity. The sensitivity source has three distinct contributions

ssociated to: 

• extinction of radiation by the medium in the vicinity of the

sphere,
• scattering sources in the same vicinity,
• shadowing of tangent radiation.

Using standard notations of polar and azimutal angles, θ and φ
or incoming directions, θ ′ and φ′ for outgoing directions,

s ∂�(π) ( � x R (π ) , θ, φ, π) = − k a + k s 

cos (θ ) 
I b (T ) 

+ 

k s

cos (θ ) 

∫ 
2 π

d φ′
∫ π

2

0

d θ ′ p(θ, φ| θ ′ , φ′ ) I( � x , θ ′ , φ′ , π)

+ 

1

r 

(
σ T 4 

π
− I( � x , θ, φ, π) 

)
δ(θ − π

2 
) 

cos (θ ) sin (θ ) 
(24)

he three contributions are distributed all over the surface and

he distinction between them is essentially angular. The first two

erms of Eq. (24) corresponds to the effect of medium diffusion

nd absorption in the additional infinitesimal volume. The third

ne only exist in the tangent directions (see the term in δ(θ − π
2 )

n Eq. (24) ) and come from the intensity discontinuity between

he boundary emission and the volume out-coming intensity at the

ame point, in that direction. 

We implemented a very standard forward Monte Carlo algo-

ithm in which these contributions are propagated throughout the

edium according to a multiple scattering algorithm, with contin-

ous extinction by absorption along the path, until reaching on of

he absorbing boundaries. The path only contributes to the sensi-

ivity if it ends at the surface of interest (the surface above the

lice in Fig. 12 b). Fig. 13 displays the results of the Monte Carlo

stimates validated against the finite difference estimates. We en-

ountered no algorithmic difficulty and there was no convergence

ssue. A perspective for curved parametric surfaces is the formal

dentification of the boundary condition by the methodology pre-

ented in Appendix A , which we could not yet achieved ( Eq. (24)

as only constructed in an ad-hoc manner. This would open the

ay to a similar handling of any smooth surface. 

. Conclusion

As Monte Carlo starts from expressing the objective function as

n integral (an expectation), the first approaches to the evaluation

f sensitivities inside a Monte Carlo algorithm consisted in taking

he derivative of this integral. This lead to a solution that although
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igorously justified in full general terms (the deformation veloc-

ty method), encounters implementation difficulties when dealing

ith geometrical sensitivities. Here we presented an alternative

pproach to geometrical sensitivity estimation. It is shown to allow

he handling of geometrical sensitivity problems that were techni-

ally assumed unsolvable with the deformation velocity method.

he last implementation examples deal in particular with both

 discretized complex geometry and curved parametric surface.

owever, this development comes with an algorithmic cost. While

he deformation velocity method made it possible to compute the

bjective function and its sensitivity at the same time, using ex-

ctly the same sampled paths, the sensitivity model method leads

o a different and more complex algorithm for the objective func-

ion sensitivity than for the objective function itself. Since both

ensitivity and intensity share the same transport model, the ob-

ective function and its sensitivity are addressed simultaneously

n the first part of the algorithm, until a geometrically modified

oundary is encountered. But then an additional simulation time

s required to deal with the coupling with intensity in the sensitiv-

ty boundary condition. 

So far, there are still several restrictions due to formal devel-

pments that are still ongoing. We addressed only one example

f parametric curved sensitivities (the sphere of increasing radius)

nd our only example involving reflection maintains the modified

oundary in its origin plane (only its extension is changed). We

lso did not yet encounter the convergence difficulties associated

ith the Dirac sources at surface discontinuities such as those re-

orted in [13] for image synthesis applications (in complex ge-

metries without participating media). But they are likely to occur

nd it will certainly be very useful to make use of the importance

ampling solutions implemented in this reference to bypass such

onvergence issues. Up to know, considering the restricted class of

he configuration that we explored, the sensitivity simulations dis-

layed no specific convergence difficulties. 

As a perspective, we consider the extension of the sensitiv-

ty model to coupled heat transfer models (conduction, convec-

ion and radiative transfers). For the moment, we have been work-

ng within the specific framework of the radiative transfer equa-

ion. Our proposition of the sensitivity model will be examined

n the context of the Monte-Carlo method used to treat heat

oupled transfer. At this embryonic stage of the work, the diffi-

ulty is to estimate boundary conditions gradients. This project

as received funding from the Occitanie region and University of

erpignan Via Domitia, from the programme investments for the

uture of the French National Agency for Research (ANR) under

ward number ANR-10-LBX-22-01-SOLSTICE. We acknowledge sup-

ort from the ANR, grant HIGH-TUNE ANR-16-CE01-0010, ( http:

/www.umr- cnrm.fr/high- tune and ANR, grant MGC-RAD) and from

egion Occitanie (Projet CLE-2016 ED- Star). 

eclarations of Competing Interests 

none The authors declare that they have no known compet-

ng financial interests or personal relationships that could have ap-

eared to influence the work reported in this paper. 

ppendix A. Sensitivity boundary condition statement for a 

lack-body surface 

In this appendix we state the sensitivity boundary condition in

he case of a black-body plane surface R (π ) . The Fig. A.14 rep-

esent the segment [0, L ] of a surface R (π ) and we want to find

he sensitivity boundary conditions on that part of the surface. The

oundary R (π ) and the radiative intensity at this boundary are
tated such as: 

R (π ) ≡ x ∈ [0 , L ] , y = π, z ∈ ] − ∞ , + ∞ [ 
R (π ) : I(x, y, z, � u . � n > 0 , π) = I b (T ) 

(A.1) 

he intensity at any point inside the domain is a function of five

ndependent variables: 

 ≡ I(x, y, z, � u , π) (A.2) 

nd its shape derivative: 

 ≡ s (x, y, z, � u , π) = ∂ π I(x, y, z, � u , π) (A.3) 

e state I p ≡ I p (x, z, � u , π) , the radiative intensity at the boundary

 (π ) , in the incoming direction 

�
 u . � n R (π ) > 0 , such as: 

 p (x, z, � u , π) = I(x, f (π ) , z, � u , π) (A.4)

f (π ) = y re f + v π (A.5)

ith v the deformation velocity vector. We are interested on the

hape derivative of the intensity at the boundary, that is the

erivative of I p with respect to the geometrical parameter π : 

 π I p (x, z, � u , π) = ∂ y I(x, f (π ) , z, � u , π) ∂ π f (π ) 

+ s (x, f (π ) , z, � u , π) (A.6) 

 π I p (x, z, � u , π) = ∂ y I(x, f (π ) , z, � u , π) v + s (x, f (π ) , z, � u , π) (A.7)

 (x, f (π ) , z, � u , π) = −∂ y I(x, f (π ) , z, � u , π) v + ∂ π I p (x, z, � u , π) (A.8)

n the case of black-bodies walls the radiative intensity at the

oundary, in the incoming direction, is equivalent to Planck’s dis-

ribution for every π of R (π ) . So the intensity at the boundary

 p is insensitive to a variation of the shape parameter π and its

erivative is null: 

 y I(x, f (π ) , z, � u , π) � v + ∂ π I(x, f (π ) , z, � u , π) = 0 (A.9)

s (x, f (π ) , z, � u , π) = −∂ y I(x, f (π ) , z, � u , π) v (A.10)

urthermore we can write: 

∂ y I(x, π, z, � u , π) = 

�
 u . � ∇ (I(x, π, z, � u , π) 

�
 u . � e y 

v 

− �
 u . � e x 

�
 u . � e y 

∂ x I(x, π, z, � u , π) v 

− �
 u . � e z 

�
 u . � e y 

∂ z I(x, π, z, � u , π) v (A.11) 

nd deduced the shape boundary condition: 

s ( � x , � u , π) = − �
 u . � ∇ (I(x, π, z, � u , π) 

�
 u . � e y 

v 

+ 

�
 u . � e x 

�
 u . � e y 

∂ x I(x, π, z, � u , π) v 

+ 

�
 u . � e z 

�
 u . � e y 

∂ z I(x, π, z, � u , π) v (A.12) 

s ( � x , � u , π) = − �
 u . � ∇ (I(x, π, z, � u , π) 

�
 u . � e y 

v 

+ 

�
 u . � ∇ T I(x, π, z, � u , π) 

v (A.13) 

�
 u . � e y 

http://www.umr-cnrm.fr/high-tune


Fig. A.14. Perturbation of the plane surface R (π ) . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. B.15. Slice of a heliostat mirror.
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Fig. C.16. Algorithm of configuration 1 .
Example 

Here a short illustration is given of the radiative boundary con-

dition stated from the Example 5.1 The radiative boundary condi-

tion is written for � u . � n > 0 : 

I( � x R (π ) , � u , π) = I b (T ) H ( x − 0 ) H ( L − x ) (A.14)

If we input this statement on the tangent gradient terms

of Eq. (A.12) we will have to estimates the derivatives of

Eq. (A.14) with respect to the x and z coordinates. Since the bound-

ary condition does not depend on z variable only one derivative

have to be estimated: 

∂ x I( � x R (π ) , � u , π) = I b (T ) δ( x − 0 ) H ( L − x ) 

− I b (T ) H ( x − 0 ) δ( L − x ) (A.15)

From Eqs. (A.15) and (A.12) we can write the general sensitivity

boundary condition: 

s ∂�(π) ( � x R (π ) , � u , π) = −k a + k s 
�
 u . � n R up 

I b (T ) 

+ 

k s
�
 u . � n R up 

∫ 
4 π

p( � u | � u 

′ ) d � u 

′ I( � x , � u 

′ , π)

+ I b ( � x , � u , π, T ) 
�
 u . � e x 

�
 u . � n R up 

δ(x − 0) H ( L − x ) H( � u . � e x ) 

− I b ( � x , � u , π, T ) 
�
 u . � e x 

�
 u . � n R up 

δ(x − L ) H ( x − 0 ) H(−�
 u . � e x ) (A.16)

Appendix B. Treating the discontinuities from an ad hoc basis 

This appendix is meant only for the identification of discontinu-

ities sensitivity sources, related to the boundary intensity function

I p . In this appendix those sources are treated separately from the

previous boundary conditions statement Eq. (A.12) . and in a second

part on the sphere configuration. 

Heliostat mirror : reflective plane surface 

We consider one heliostat surface. The Fig. B.15 represent a slice

of this surface on the y axes. 

The radiative intensity on a reflective heliostat surface (B.15) for

x > 0, y > 0 and 

�
 u . � n > 0 can be stated as: 

I(x, y, z, � u , π) = ρI(x, y, z, −�
 u spec , π) H 

(
c + π

2 
− x 

)
H 

(
c + π

2 
− y 

)
+ I(x, y, z, � u , π) H 

(
x − c + π

2 

)
H 

(
y − c + π

2 

)
(B.1)

The derivation of the radiative intensity with respect to the helio-
tat size parameter leads to : 

s ∂�(π) ( � x H(π ) , � u , π) = ρs ( � x , � u spec , π) H 

(
c + π

2 
− x 

)
H 

(
c + π

2 
− y 

)
+ 

( ρI( � x , � u spec , π) − I( � x , � u , π) )

2 
δ
(

c + π

2 
− x 

)
H 

(
c + π

2 
− y 

)
+ 

( ρI( � x , � u spec , π) − I( � x , � u , π) )

2 
δ
(

c + π

2 
− y 

)
H 

(
c + π

2 
− x 

)
+ s ( � x , � u , π) H 

(
x − c + π

2 

)
H 

(
y − c + π

2 

)
(B.2)

he configuration is symmetric for the x < 0 and y < 0 values. 

ppendix C. Sensitivity to the square size algorithm 
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ppendix D. Sensitivity to the heliostat mirrors size 

ig. D.17. The three effects of the mirrors deformation D on the collected thermal

ower. The surface S represent the sun surface, the surface R is the receiver sur-

ace, τ is the tower. The indices S on the direction vector � u are for the sun and

he spec ones are for the specular reflections. Their directions are related to the

lgorithm process described in Appendix D .
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