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Abstract. We present a robust approach for detecting defects on an aircraft electrical wiring 
interconnection system in order to comply with the safety regulations such as the forbidden 
interference and allowed bend radius of cables and/or harness in mechanical assemblies. For 
this purpose, we exploit 3-D point clouds acquired with a 3-D scanner and the 3-D com-
puter-aided design (CAD) model of the assembly being inspected. Our method mainly consists 
of two processes: an offline automatic selection of informative viewpoints and an online auto-
matic treatment of the acquired 3-D point cloud from said viewpoints. The viewpoint selection is 
based on the 3-D CAD model of the assembly and the calculation of a scoring function, which 
evaluates a set of candidate viewpoints. After the offline viewpoint selection is completed, the 
robotic inspection system is ready for operation. During the online inspection phase, a 3-D point 
cloud is analyzed for measuring the bend radius of each cable and its minimum distance to the 
other elements in the assembly. For this, we developed a 3-D segmentation algorithm to find the 
cables in the point cloud, by modeling a cable as a collection of cylinders. Using the segmented 
cable, we carried out a quantitative analysis of the interference and bend radius of each cable. 
The performance of the inspection system is validated on synthetic and real data, the latter being 
acquired by our precalibrated robotic system. Our dataset is acquired by scanning different zones 
of an aircraft engine. The experimental results show that our proposed approach is accurate and 
promising for industrial applications. 

Keywords: robotic inspection system; CAD model; viewpoint selection; cable segmentation;
3-D point cloud analysis; nonrigid/flexible part.

1 Introduction

In the late 1980s, aircraft electrical wiring interconnection system (EWIS) safety concerns
became an issue due to aircraft accidents. According to the Federal Aviation Administration,
investigations found common degrading factors in aircraft EWIS to be the cause of some acci-
dents. These findings led to extensive investigations of wiring, done by different industries and
agencies.

There are many different factors that play a role in wiring degradation, such as: (i) interference
between a cable and another element: e.g., if a cable is close to some hot elements, high temper-
atures can cause melting and burning. (ii) Bend radius: a cable can get damaged if it is bent
too much.

Today, these defects are detected by visual and tactile inspection using instruments such as
boroscopes. On the other hand, wiring inspection is a difficult task for a human operator. Indeed,
the human operators have implicit limits like difficulties in following a cable trajectory and low
repeatability rate.
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Therefore, in order to automate the inspection process and to reduce the human error, many
aerospace companies aim to automate numerous and complicated operations of quality control of
aircraft EWIS, staying complied with the various security requirements.

In this paper, we present a robust approach for detecting defects on aircraft EWIS in order to
comply with the growing amount of safety regulations such as forbidden interference between
elements and allowed bend radius of cables and/or harness in mechanical assemblies. Our
method mainly consists of two processes: automatic selection of informative viewpoints (offline
preparation of the inspection), and second, automatic treatment of the acquired 3-D point cloud
from said viewpoints (online inspection process).

First, offline automatic selection of informative viewpoints is performed. The proposed
method exploits the 3-D model of the assembly and it consists of two steps: generating candidate
viewpoints sampled on a visibility sphere and constructing scoring functions, which evaluate
each candidate viewpoint. The viewpoint selection method will not be described in this paper,
as it has been detailed in our recent paper.1

Second, after the viewpoints have been selected, the robotic inspection system is ready for
operation. The 3-D scanner mounted on the robot acquires a one-shot 3-D point cloud. Then our
algorithm analyzes the 3-D point cloud for measuring the bend radius of a cable and its minimum
distance to the other elements in the assembly. For this purpose, we focus on developing a seg-
mentation algorithm to find the cables in the point cloud received from the 3-D scanner and to
reconstruct them as collections of cylinders of varying radius, length, and orientation. First, we
propose a fully automated registration process that allows for alignment of the 3-D point cloud
data with the 3-D computer-aided design (CAD) model. The resulting process encompasses two
preprocessing steps: noise filtering and data sampling. Our point cloud filtering algorithm exam-
ines local neighborhoods to identify and remove outliers. After the preprocessing stage, a two-
step global-to-local registration is applied. A keyframe-based SLAM algorithm is employed to
get an initial estimate for our camera pose. The result of the global registration is further refined
by a local registration process that uses the iterative nonlinear ICP method and Levenberg–
Marquardt algorithm. Next, after the registration process, we propose an original method for
cable segmentation and reconstruction based on cylinder fitting. Finally, using the segmented
cable, we can carry out quantitative analysis of the interference between a cable and its surround-
ing environment, and we can compute the bend radius of the cable being analyzed.

The contributions of the proposed segmentation method are summarized as follows: (1) fast,
almost immediate segmentation of a cable point cloud out of the 3-D measurement data; (2) seg-
mentation robust to noise and outliers; (3) functioning on 3-D point clouds captured from
a single position (the one-shot acquisition process leads to sparse and incomplete 3-D point
clouds); (4) fully automatic; and (5) can be used to segment objects other than cables and pipes
(e.g., arteries in the medical related fields and tree branches in forestry applications).

2 Related Work

2.1 Robot-Based Inspection

The type of inspection robot that we will be investigating is a standard industrial robot that uses a
vision-based sensor system mounted on its end effector and may handle the acquisition system,
including the camera and the illumination.2

Typical examples of similar works are the visual weld seam inspection for car manufacturing
presented by Worn et al.3 and the robot arm equipped with an optical 3-D scanner for inspection
of mechanical components by Raffaeli et al.4

Recently, systems for aircraft inspection have been developed as well, such as the mobile
robot named Air-Cobot presented in Ref. 5. Air-Cobot uses a Pan-Tilt-Zoom 2-D camera and a
3-D scanner mounted on its end effector. The camera provides 2-D images and the 3-D scanner
provides 3-D point clouds that are processed to perform the inspection of the aircraft. Seher
et al.6 presented an overview of the Aging Aircraft Program for developing automation tools
for deployment of a robotic mobile nondestructive inspection system for the military sector.
Wu et al.7 proposed a comprehensive internal defect inspection system of pipeline based on



an in-pipe inspection robot. This robot is equipped with an active stereo omnidirectional vision
sensor. Oh et al.8 developed a bridge inspection robot with the aim of checking the safety status
of a real bridge, gathering accurate data, and performing maintenance. This work emphasizes the
system integration method to design and control the entire robot system. Recently, Qin et al.9

presented a new methodology to inspect the power line from point clouds acquired by a cable
inspection robot.

2.2 Segmentation Using a 3-D Cylindrical Shape Model

The literature can be divided into two categories, according to the type of the target application:
segmentation of rigid cylindrical shapes and segmentation of flexible (nonrigid) cylindrical
shapes.

2.2.1 Segmentation of rigid cylindrical shapes

These methods aim to fit a cylinder model to a point cloud using RANSAC10,11 or Hough-based
methods,12 which are popular techniques for parametric model calculation.

Recently, Lalonde et al.13 presented an algorithm based on principal component analysis
(PCA) to extract cylinder and estimate its parameters. First, PCA allows one to estimate the
position and direction of cylinder. Then 3-D cylinder points are projected onto the plane
perpendicular to the principal direction (principal component). To estimate the radius of cylinder,
a circle is fitted to these projected 2-D points. In the same way, Nurunnabi et al.14 combined
robust principal component analysis (RPCA) with robust regression. The RPCA allows one to
estimate cylinder direction and a circle fitting algorithm following robust regression allows one
to adjust the cylinder radius. Liu et al.15 and Qiu et al.16 presented an algorithm based on
Gaussian sphere to extract primitives in large-scale point clouds of a pipeline plant. First, nor-
mals of input points are estimated and projected onto a Gaussian sphere. Next, the principal
directions are estimated by mapping all the point normals onto the Gaussian sphere. Further,
they detect great circle patterns. In the same context, Chaperon and Goulette17 combined the
Gaussian sphere with RANSAC method to extract cylinders and estimate their parameters.

2.2.2 Segmentation of nonrigid cylindrical shapes

The methods belonging to the second category are usually based on iterative process to fit sub-
cylinders (collections of cylinders) to a point cloud. Moreover, the problem of fitting multiple
cylinders is more challenging since it is easily affected by noise/outliers and depends on prior
segmentation results. However, this kind of methods has been barely investigated.

The EWIS cable segmentation problem can be related to tree branches segmentation. Tree
branches are locally approximated as a sequence of cylinders with varying radius, length, and
orientation. In this context, Raumonen et al.18 presented a comprehensive tree reconstruction
based on cylinder fitting. Each cylinder is fitted in the least-squares sense to the point cloud
data corresponding to a subcylinder. Geometrical analysis is used to find good initial values
for the iterative least-squares cylinder fitting. Finally, the branches are modeled as collections
of cylinders (set of subcylinders).

2.3 3-D Point Cloud Analysis for Automatic Inspection Using CAD

An advantage of industrial inspection is that, very often, the 3-D model of the part to be inspected
is available from the design process.19 In the work presented in this paper, we assume that such
a model is available.

Various studies have been conducted on the data processing of point clouds obtained from
cylindrical object. For instance, Taguchi and Morimoto20 have presented a system focusing on
wire harness inspection. This system uses an RGB-D sensor to get both color image and depth
image, simultaneously. Phong and Choi21 compared the point cloud data with the 3-D CAD
model for on-site dimensional inspection of industrial plant piping systems.



3 General Concept and System Overview

3.1 Robot-Based Inspection

Our robot-based inspection platform consists of a mobile robot equipped with three sensors
(two cameras and a 3-D scanner) mounted on the robot arm end effector (see Fig. 1).

This setup allows one to perform a certain range of actions: (1) localization: a camera with a
wide field of view (FOV) allows one to precisely localize the effector with respect to the part to
be controlled; (2) inspection: a high-resolution camera with a reduced FOVallows one to capture
the details and to observe the elements very finely with 7 degrees of freedom (robot arm); (3) 3-D
scan: a structured light stereo sensor complements the sensor’s capabilities by digitizing the
observed areas; (4) controlling: the whole system is controlled by an industrial computer that
manages data acquisition and localization of the effector; and (5) processing: processing of the
acquired data and making decision.

3.2 Different Types of Inspection

Several types of verification can be carried out on a mechanical assembly. For instance, check
that the elements of the assembly are presented and that they have been mounted correctly (the
CAD model is the reference), check if two flexible elements (e.g., cables and harnesses) or a
flexible and a rigid element (e.g., pipe and support) are at a safe distance from each other and
check that the bend radius of cable complies with safety standards. According to the type of
verification to be performed, one of the two following general strategies has been employed:

1. Model-based 2-D image analysis (also called 2-D inspection). This method is easy to
deploy since it only uses two RGB cameras (one for localization and one for inspection)
mounted on the robot (see Fig. 1) and the CAD model of the object to be inspected.
This method is presented in our recent paper.1

2. Model-based 3-D point cloud analysis (also called 3-D inspection). This method uses one
RGB camera (for localization) and the 3-D scanner mounted on the robot and the CAD
model. In the present paper, we will focus on the second strategy only.

First strategy is preferred whenever possible, for time reasons (2-D image acquisition and
analysis are both less time-consuming than 3-D point cloud acquisition and analysis).

Second strategy is used when 2-D image processing is not sufficient. Indeed, sometimes,
using 3-D data is necessary, for example, for checking if the distance between two cables

Vision-based sensory system

Robot arm with 7 DOF

Mobile platform

Fig. 1 Our inspection system: robot with its vision-based sensory system.



conforms to the security standards. These types of defects are undetectable with an RGB camera
because the cables have the same color. Moreover, obtaining distance measurements is challeng-
ing in the absence of depth information. More precisely, it is required to check if two flexible
elements (e.g., cables and harnesses) or a flexible and a rigid element (e.g., pipe and support) are
at a safe distance from each other. Figure 2 illustrates that 2-D image analysis is not sufficient to
solve the inspection problem.

3.3 Data: Point Clouds

The dataset is captured from a single position (one-shot 3-D point cloud) using a precalibrated
Ensenso N35 3-D scanner (see Fig. 3) mounted on our mobile robot (see Fig. 1). The speci-
fications of the scanner are shown in Table 1.

An example of our dataset is shown in Fig. 4. As Fig. 4(c) shows, the one-shot acquisition
process leads to sparse and incomplete 3-D point clouds. The cables surface is incomplete
(approximately only one-third of the cables surface has been captured by the 3-D sensor).
As we will see in Sec. 4, this will be challenging for the 3-D segmentation of the cables.

Zoom

Fig. 2 Example of 3-D inspection: (a) airplane engine, (b) the interference between some cables
cannot be determined by 2-D image analysis.

Fig. 3 Precalibrated Ensenso N35 3-D scanner.

Table 1 3-D scanner specifications.

Name Scanner 3-D Ensenso N35

Sensors Two global shutter CMOS sensors + one pattern projector

Resolution 1280 × 1024 (1.3 MP)

Focal length 6 to 16 mm

Working distance max 3000 mm

Fps max 10 (2× binning : 30) and 64 disparity levels



4 3-D Segmentation of a Prespecified Cable

Usually, the inspection of manufactured parts in industry is done by performing a comparison
between a reference model, such as a CAD model, and 3-D measurements taken on the surface.22

However, the matching with 3-D CADmodel becomes more problematic when the target objects
are nonrigid (flexible), or in any way prone to change in shape or appearance (e.g., cables and
harnesses). To solve this problem, we present an original method for cable segmentation and
reconstruction based on cylinder fitting. Once the cable is segmented, we carry out a quantitative
analysis of the interference and bend radius of each cable.

The automatic segmentation process of a prespecified cable is illustrated in Fig. 5. In this
figure, we can see four main blocks as follows.

1. Block ① is dedicated to pose estimation.
2. Block ② is dedicated to the preprocessing of the CAD model (creation of a synthetic 3-D

point cloud by mesh sampling) and the input real point cloud (noise filtering).
3. The estimated pose, the synthetic point cloud, and the real filtered point cloud are used in

block ③ dedicated to the initialization of the 3-D segmentation (see Sec. 4.1).

Fig. 5 Overview of the automatic segmentation process.

Fig. 4 Examples of our dataset: (a) CAD model and (b), (c) corresponding 3-D point clouds pro-
vided by the 3-D scanner from two different points of view.



4. Block ④ is dedicated to the 3-D modeling and segmentation of the cable.

The 3-D segmentation of a cable is carried out in several steps.

1. Model-based initialization of the segmentation (in order to find a 3-D point qc belonging
to the cable to be segmented) [see Fig. 6(a)].

2. Search for the first subcylinder (noted s-cy1) [see Fig. 6(a)].
3. Once the initial subcylinder is built, we adjust the parameters of the subcylinder on the real

point cloud.
4. To search for the next subcylinder, the segmentation algorithm automatically propagates

the search structure in both directions from both ends of the initial subcylinder (P1
s , P1

e)
[see Fig. 6(b)].

4.1 Model-Based Initialization for the 3-D Segmentation of a Prespecified
Cable

In order to initialize the segmentation, we need to find a 3-D point that belongs to the cable. For
this, we first perform a registration of the real 3-D point cloud with the synthetic point cloud
generated from the CAD model. After this registration, we are able to locate the area where the
3-D initialization point should be searched for.

4.1.1 Registration of the two clouds

The two 3-D point clouds (synthetic point cloud and real point cloud) are automatically regis-
tered using a two-step global-to-local registration method.

• Step 1 (global registration): A keyframe-based SLAM algorithm is used to get an initial
estimate for the RGB camera (with a wide FOV) pose in the model frame. This algorithm
has been implemented by DIOTA and it is used in our work as a black-box that provides us
with the required camera pose. Since our 2-D–3-D system is previously calibrated, it is
straightforward to obtain the pose of our 3-D scanner in the model frame to align the 3-D
data with the 3-D CAD model by applying the obtained transformation parameters Rc

(rotation matrix) and Tc (translation matrix).
• Step 2 (local registration): The result of the global registration is refined by a local regis-

tration process that uses an iterative nonlinear ICP proposed by Besl and McKay23 and
Levenberg–Marquardt algorithm.24,25

Figures 7(a) and 7(b) show the results of applying the two-step global-to-local registration:
first a keyframe-based SLAM and then an iterative nonlinear ICP. As we can see on these figures,
after this process, the CAD model is getting closer to the point cloud.

As shown in Fig. 7(c) (blue area), the differences between the CAD model and the real 3-D
point cloud are very small in the rigid areas (near the connectors that guarantee a rigidity of
a portion of cable).

(a) (b)

Fig. 6 The steps of cable segmentation: (a) first subcylinder and (b) propagation of subcylinders
search.



The blue area in Fig. 7(c) is the one in which we are more likely to find a cable point within
the real point cloud. It is, therefore, in this area that we will search for a 3-D point to initialize
the segmentation.

4.1.2 Search for a 3-D point to initialize the segmentation

We consider each point pi of the synthetic cable cloud as the center of a sphere with a radius r
equal to the cable radius in the CAD model. We automatically calculate this theoretical radius.
Then we count the number of 3-D points of the real point cloud that are in this sphere. Finally,
we sort the pi points in descending order according to the number of neighboring points within
each sphere.

(a) (b)

(c)

Fig. 7 (a) Step 1: SLAM-based global registration, (b) step 2: ICP-based local registration, and
(c) projection of the differences between the CAD model of the cable and the real point cloud onto
the 2-D image (blue: small differences and red: large differences).

Fig. 8 (a) The differences between the CAD model of the cable and the real point cloud (blue:
small differences and red: large differences). (b) 10 best pi points found are mainly concentrated in
the rigid area (blue area).



For example, Fig. 8(b) shows the 10 best pi points that have been found. As we can see on
this figure, these points are mainly located in the rigid area (blue area), where the differences
between the cable CAD model and the point cloud are very small.

Once the pi points of the synthetic cloud are sorted in descending order, we start with the first
point pi that has the largest number of real neighbors in its sphere. To this point pi of the syn-
thetic cloud, we associate the nearest point in the real cloud (qi).

We look for all the points of the real cable contained in the sphere centered on the point qi
(of the same radius as the cable model) (see the green points in step 1 of Fig. 9).

Among these points, we seek, through an iterative process, the point that has the greatest
number of neighbors within a sphere centered on this point.

At the end of the iterative process, we find a point qc (see step n of Fig. 9). This point qc is
chosen as the initialization point for segmentation.

4.2 Search for the First Subcylinder

The 3-D point qc found that previously will allow one to initialize the 3-D segmentation of the
cable. We search for the first subcylinder (noted s-cy1) thanks to an innovative search structure
that we have proposed and that will be described in the next section.

4.2.1 Search structure

The proposed search structure consists of a virtual sphere and a rotating cylinder [see Fig. 10(a)].
The sphere is sampled yielding a set of N 3-D points uniformly distributed on the sphere’s
surface according to the range of longitude θ and colatitude δ that are located at a distance

Fig. 9 Illustration of our method to estimate the initialization point.

(a) (b)

Fig. 10 Search structure: (a) virtual rotating cylinder with three degrees of freedom and (b) set of
antipodal points evenly distributed on the sphere’s surface according to the range of longitude θ
and colatitude δ.



r from a given center [see Fig. 10(b)]. Next, the rotating cylinder is defined by two antipodal
points on the sphere.

The number of samplesN is defined using an angular step ω (angular spacing) between 3-D
points on the sphere’s surface as follows:

EQ-TARGET;temp:intralink-;e001;116;687N ¼ ðθmax − θminÞ × ðδmax − δminÞ
2 × ω2

; (1)

where the range of longitude is θmin ≤ θ ≤ θmax and the range of colatitude is δmin ≤ δ ≤ δmax.
The angular step ω allows one to control the movement of the rotating cylinder.

Equation (1) states that ω and N are inversely proportional. Therefore, when the angular
spacing ω is small, the number of points N is high, the algorithm is more robust, and the exe-
cution time is higher.

4.2.2 Search algorithm

The search structure is positioned on the initialization point qc described in Sec. 4.1. The rotating
virtual cylinder of the search structure rotates within the virtual sphere with three degrees of
freedom (three rotations) for each pair of antipodes. For each rotation, we calculate the number
of points inside the virtual rotating cylinder. The position of the cylinder with the highest number
of points is taken as the initial subcylinder s-cy1.

Once the initial subcylinder s-cy1 has been found, we will adjust its parameters so that it fits
the cable as well as possible.

4.3 Fitting the Subcylinder Parameters

4.3.1 Fitting the main axis direction

The start-point Ps and endpoint Pe of the subcylinder are defined by the two antipodal points,
which form a cylinder with the greatest number of cloud points inside it. The main axis of sub-
cylinder is initially defined by these two antipodal points on the sphere.

The main axis of subcylinder model is further refined using the point-to-point ICP to the
point cloud data corresponding to the cable (see Fig. 11).

Some practical experiments were conducted in order to choose the number of iterations used
in the point-to-point ICP. The distance di between the point data corresponding to the cable and
the surface of subcylinder model is computed after each iteration. The computations are based
purely on local neighborhood. Given a raw 3-D point cloud corresponding to the cable

(a) (b) (c)

(d) (e) (f)

Fig. 11 Iterative fitting for subcylinder model s-cy1 (in green) to the point cloud data corresponding
to the cable (in red): (a) after first iteration, (b) after fifth iteration, and (c) after tenth iteration.
Histogram of distance error: (d) after first iteration, (e) after fifth iteration, and (f) after tenth iteration.



EQ-TARGET;temp:intralink-;sec4.3.1;116;735P ¼ p1; p2; : : : ; pn;

a k-d tree structure is constructed. Further, for each point pi, the distance di to its nearest neigh-
bor point from the sampled subcylinder model is calculated using the k-nearest neighbor (KNN)
method.

In order to choose the number of iterations used in the point-to-point ICP, the mean squared
error MSEd of the distance was computed after each iteration as follows:

EQ-TARGET;temp:intralink-;e002;116;653MSEd ¼
1

n

Xn

i¼1

ðdiÞ2: (2)

The MSEd of different iterations is plotted in Fig. 11.
The error gradually drops close to zero after a few iterations (10th iteration) as shown on the

histograms of distance error. The MSEd reduces and converges to a small value after 10th iter-
ation. Therefore, the number of iterations was set to 10 in all the experiments.

The advantage of using the proposed search structure is that the point cloud data correspond-
ing to the cable is always within the subcylinder model. Therefore, only inlier points (points
inside cylinder) are forwarded to the subcylinder fitting module. This allows faster convergence
and more accurate alignment.

Other methods could have been used to estimate the cylinder axis. For instance, in order to
estimate the axis of a pipe, Kawashima et al.26 have projected normal vectors of the grouped
points to a unit sphere surface. Then a plane is fitted to the projected normal vectors. Finally, the
normal vector of the plane is determined as an initial axis vector of cylinder.

Another possible method could be to compute the average of normal vectors. If a point lies on
a cylinder, its normal is perpendicular to the cylinder axis. Qiu et al.16 proposed a calculation of
average normal and searching a cylinder axis as a vector perpendicular to this average normal.
However, normal estimation is sensitive to outliers, to noise, and to variations of point density.

4.3.2 Fitting the length (distance between start-point Ps and endpoint Pe):

Depending on the level of the cable curvature, each subcylinder has a different length
(see Fig. 12).

The fitting process is illustrated in Fig. 13. For each iteration, the length is computed by
projecting the real 3-D points inside the cylinder (between Ps and Pe) onto its main axis.
Once the points are projected, a weighting of these projected points makes it possible to estimate
the length of the cylinder.

4.3.3 Fitting the radius:

For each iteration, the mean distance of all 3-D points inside cylinder to its main axis gives the
estimated cable radius r̃. The estimated cable radius was computed as follows:

EQ-TARGET;temp:intralink-;e003;116;242r̃ ¼ 1

N

Xn

i¼1

di; (3)

Fig. 12 Depending on the size of the cable curvature each subcylinder has a different length (e.g.,
hi ≠ hj ). The red points represent the set of vertices.



where di represents the distance between a real point pi, and its orthogonal projection p�
i onto

the cylinder axis.
Another possible way to estimate the cable radius could be to project the points onto a plane

orthogonal to the axis, and then fit a circle to the projected points in the least square sense.18

We have tested this method but it proved to be less robust than the one we have implemented.
In addition, let us keep in mind that we are using a one-shot scanning approach. Therefore, the
acquired data are mostly incomplete and sometimes locally missing, which makes the fitting
circle approach not efficient.

4.4 Propagation of Search Structure

Once the first subcylinder s-cy1 has been adjusted on the point cloud data corresponding to the
cable, the subcylinder search/adjustment process is iteratively extended by propagating along
the cable in both directions (see Figs. 6 and 14).

Figure 15(a) illustrates the final cylinders model made of 13 consecutive subcylinders labeled
s-cy1 through s-cy13, obtained on one prespecified cable. Figure 15(b) provides the details of the
13 subcylinders: their radii, lengths, angles between two consecutive main axes, and directions
of the propagation, where “+” denotes first direction and “-” denotes second direction.

4.5 Experimental Results of 3-D Segmentation

Our 3-D segmentation method has been extensively tested on real and synthetic 3-D point
clouds.

4.5.1 Results obtained by processing real data

Our 3-D segmentation method has been extensively tested on 74 different real point clouds
acquired during a period of several months in factory conditions. All the visible cables within
each cloud have been successfully segmented, as can be seen in Fig. 16, which provides several
examples of segmented cables with different radii.

In order to quantify the quality of segmentation we have used the Meshlab© tool for semi-
manual segmenting/annotating of the cables. The quality of segmentation is evaluated by cal-
culating the error distance (MSEdistance) between the set of semimanual segmented points and
the set of points segmented by our algorithm, defined by the following equation:

EQ-TARGET;temp:intralink-;e004;116;145MSEdistance ¼
1

n

Xn

i¼1

MSEdi ; (4)

where MSEd is defined in Eq. (2), and n represents the number of samples (dataset).
By applying this quantitative comparison on our dataset made of 74 different point clouds,

we have obtained a mean value of the MSEdistance equal to 0.3 mm.

Fig. 13 Fitting the subcylinders parameters: (first column) point cloud data corresponding to the
cable and rotating cylinder, (second column) projection of the point cloud inside rotating cylinder
onto main axis, (third column) bar graph showing the amount of points per bin, and (fourth column)
the fitted subcylinder.



4.5.2 Results obtained by processing synthetic data

We have created our synthetic data using parts extracted from the engine CAD model (see
Fig. 2). In order to represent the 3-D CAD model in a point cloud format, we have used weighted
uniform sampling to generate different point clouds with different resolutions (RP).

(a) (b)

Fig. 15 (a) The final cylinders model made of 12 subcylinders labeled s-cy1 through s-cy13
(excluding s-cy8) in green and, in blue, a detected hole (s-cy8) in the cable due to two overlapping
cables, and (b) the details of the 13 subcylinders: their radii, lengths, and angles between con-
secutive main axis and directions of propagation, where “+” denotes first direction and “-” denotes
second direction. It should be noted that s-cy8 is a detected hole due to the overlapping cables and
its radius is equal to the radius of previous subcylinder s-cy7.

Fig. 14 Propagation of the fitting process: (first column) point cloud data corresponding to the
cable and the rotating cylinder, (second column) projection of the point cloud inside cylinder onto
the main axis, (third column) bar graph showing the amount of points per bin, and (fourth column)
the fitted subcylinder.



In addition, a Gaussian noise with mean (μ ¼ 0) and different values of standard deviation (σ)
for the normal distribution N ð0; σÞ, which defines the noise level in all (x, y, and z) directions
was added to the point cloud data.

Figure 17(b) shows the results for four different synthetic cables shown in Fig. 17(a). Each
MSE value in this figure is obtained as the average on 30 different clouds generated from one
cable with 3 different sampling resolutions and 10 different levels of noise.

The robustness level of our method is demonstrated by the curve in Fig. 18. For a standard
deviation up to σ ¼ 1.3, we have a curve with low slope.

5 Inspection of a 3-D Segmented Cable

The global objective of the inspection process is to measure the bend radius of each segmented
cable (in order to check that it complies with safety standards) and the minimum distance
between each segmented cable and the other elements in the mechanical assembly (in order
to check a possible interference problem).

Fig. 16 (a)–(f) Segmentation results on different real data acquired by the 3-D scanner.
Segmented cables are in green.

(a) (b)

Fig. 17 Results on synthetic data generated from CAD model with three different resolutions (RP)
and 10 different levels of noise (σ). (a) The four synthetic cables that have been processed and
(b) the error distances that have been computed.



5.1 Computation of the Minimum Bend Radius

5.1.1 Description of the method

The minimum bend radius is the smallest allowed radius the cable is allowed to be bent around.
The 3-D segmentation method presented in Sec. 4 produces almost immediately a cable model
segmented from the measurement data. Using this model, we can carry out quantitative analysis
of the bend radius of the cable. By projecting the set of start-points Ps and endpoints Pe of all
the subcylinders [Fig. 19(b)] onto a plane that fits the set of 3-D points, a circle is fitted to the
projected points using a least squares minimization method.

The fitting algorithm had to be split into three steps.

• Step 1: Using the least-squares method, find the best fitting plane to the set of start-points
Ps and endpoints Pe of all the subcylinders.

• Step 2: Project the set of start-points Ps and endpoints Pe of all the subcylinders onto the
calculated plane.

• Step 3: Using the least-squares method, fit a circle to the projected 2-D coordinates and get
the circle center and radius.

Finally, the bend radius is estimated from the radius of the fitted circle [see Fig. 19(b)]. This
method gives satisfying results.

Fig. 18 Robustness in the presence of different levels of noise added to the synthetic data
obtained from different cables.

(a) (b)

Fig. 19 Computation of the bend radius: (a) the set of start-points Ps and endpoints Pe of all the
subcylinders and (b) the corresponding bend radius.



5.1.2 Experimental results

Since we are not in the possession of needed instrumentation to measure precisely the bend
radius of the cable, we have decided to test our approach on synthetic data generated from the
CAD model. A few examples of our dataset are shown in Fig. 20.

The results are evaluated on the basis of the difference between the ground truth bend radius
Rc and the estimated bend radius R̃c:

EQ-TARGET;temp:intralink-;e005;116;521MSEb:radius ¼
1

n

Xn

i¼1

ðRci − R̃ciÞ2: (5)

As expected, the accuracy of the measure is directly related to the robustness of the segmen-
tation algorithm, fitting plane algorithm, and fitting circle algorithm.

On a set of three different cables with different resolutions and different bend radii, we
found MSEb:radius ¼ 1.23 mm.

In our experiments, we have found that the result is better as the number of subcylinders is
higher. Indeed, the fitting of a plane and the fitting of a circle are both more accurate when the set
of start-points Ps and endpoints Pe is bigger.

5.2 Interference Detection

5.2.1 Description of the method

In this section, we will focus on the detection of a possible interference between a cable and the
other surrounding elements (another cable, a support, etc.) present in the mechanical assembly.

After the segmentation process, we have two main point clouds: the segmented point cloud,
which we will denote by Ps, and all the other points, which we will denote by Ps (see Fig. 21).
If we name P the whole filtered input 3-D point cloud provided by the 3-D scanner, we have
P ¼ Ps þ Ps. Ps and Ps are, therefore, the inputs for our interference detection module.

The objective of the interference detection is to determine if the segmented cable is at a safe
distance dT from the other surrounding elements present in the mechanical assembly.

In order to measure the distance between the segmented point cloud Ps (that represents a
cable) and the surrounding elements belonging to Ps, we divide the set of points Ps into smaller
parts (clusters) having salient characteristics. If the minimum distance between the segmented
point cloud (a cable) and a cluster belonging to Ps is lower than the given tolerance value dT ,
then the cable is in interference with the cluster.

Namely, we say that a cable (3-D points pi ∈ Ps) is in interference with a cluster C ¼ fpj ∈
C ⊂ Psg if:

EQ-TARGET;temp:intralink-;e006;116;138 min kpi − pjk2 < dT : (6)

In order to divide the set of points Ps into meaningful clusters, we use the Euclidean cluster-
ing algorithm proposed in Ref. 27. This algorithm explores the local neighborhood of each data
point present in the input and assembles points into small clusters having salient characteristics.

(a) (b) (c)

Fig. 20 A few examples of our dataset: three different synthetic cables with different bend radii
(Rc ). (a) Rc ¼ 13.65 cm, (b) Rc ¼ 14 cm, and (c) Rc ¼ 46.55 cm.



This is achieved by comparing the Euclidean distance between neighboring points using the
KNN method.

The algorithm is controlled by a tolerance ClusterTolerance, which indicates how close two
points are required to be to belong to the same cluster. The parameters of the Euclidean clustering
method are presented in Table 2.

This approach provides a rough segmentation of many objects of interest in the scene.
Figure 22(b) shows the results of such clustering to the set of points Ps [shown in red in
Fig. 22(a)]. The Euclidean clustering algorithm was applied with a ClusterTolerance of
0.1 m, a MinCluster of 100 cluster points, and a MaxCluster of 100.000 cluster points.
Each cluster in the scene is assigned a random color. Figure 22(b) illustrates various clusters
in the scene, corresponding to various objects including cables, pipes, connectors, and clamps.

After the clustering phase, we have two main point clouds, the segmented cable point cloud
Ps and all the other points Ps divided into clusters Cj, where j ¼ 1...n.

Zoom

Fig. 21 The segmented point cloud, which we will call Ps in green and all the other points, exclud-
ing the segmented point cloud, which we will call Ps in red.

Table 2 Euclidean clustering algorithm parameters.

Parameter Role

ClusterTolerance Minimum imposed distance between two clusters

MinCluster Minimum number of points that a cluster needs to contain
in order to be considered valid

MaxCluster Maximum number of points that a cluster needs to contain
in order to be considered valid

Fig. 22 Clustering result using Euclidean distance clustering approach for the remaining points
Ps: (a) the set of points Ps in red and (b) list of 26 clusters C1 through C26. Each separate cluster is
represented with a different color.



For each point pi ∈ Ps, we will compute the distance dij between this point and its nearest
neighbor point p̃j from each cluster Cj as follows:

EQ-TARGET;temp:intralink-;e007;116;710dij ¼ kpi − p̃jk2: (7)

Then the distance dj ¼ minðdijÞ, where pi ∈ Ps is considered a distance between a seg-
mented point cloud (cable) and the cluster Cj. If dj is lower than a given tolerance value
dT , then the cluster Cj is considered a cluster that causes interference problem with the seg-
mented point cloud. For example, Table 3 shows a list of 26 clusters C1 through C26 of
Fig. 22(b), and their details: label, size, and distance dj from the segmented point cloud Ps.

Table 3 List of 26 clusters C1 through C26, and their details: label,
size, and distance d j from the segmented point cloud Ps.

Cluster Size Distance

C1 17655 15.1459

C2 10115 35.956

C3 4091 9.58378

C4 1931 26.5427

C5 1871 37.096

C6 1825 52.319

C7 1787 13.270

C8 1740 52.854

C9 1685 31.828

C10 1642 38.69

C11 1520 39.727

C12 1251 32.317

C13 1091 27.355

C14 943 18.194

C15 913 10.181

C16 889 36.137

C17 842 44.962

C18 786 52.264

C19 746 40.558

C20 719 57.968

C21 674 47.760

C22 627 47.490

C23 600 32.479

C24 399 45.798

C25 372 42.684

C26 331 29.022



Figure 23 shows that there are two clusters (C3 and C15) with the distances d3 and d15 lower
than dT ¼ 12 mm.

The result of the interference detection process is shown in Fig. 24.

5.2.2 Experimental results

In this part, we will present some results regarding the final output of our approach, which is
the distance between a cable and neighboring elements. Obtaining ground truth for the physi-
cal distance between elements on the engine is not straightforward, especially with millimetric
precision. Therefore, for the moment, we have decided to evaluate our measure on syn-
thetic data.

For this purpose, we have used the available CAD model. We have identified four cables and
measured the distance between each cable and its surrounding elements in the assembly. We have
done this with a specialized modeling software CATIA©. Finally, we have run our algorithm on
all generated clouds and obtained the minimal distance between each segmented cable and the
other elements. We have compared this result with the measure obtained with CATIA©.
Figure 25 and Table 4 show that the results obtained with our algorithm are close to the results
obtained with CATIA© considered as the ground truth.

Fig. 23 Interference detection results for a tolerance dT ¼ 12 mm. There are two clusters (C3 and
C15) shown in Table 3 with distances d3 and d15 lower than dT ¼ 12 mm.

Fig. 24 Results of interference detection process: (a) the input point cloud and (b) segmented
point cloud in green and two representative clusters that cause an interference problem
in red.



6 Conclusion

In this paper, we propose an original framework for detecting defects on aircraft EWIS in order to
comply with the growing amount of safety regulations, such as the forbidden interference
between elements and minimal allowed bend radius of cables. We address this problem of auto-
matic robotic inspection in two parts.

First, a CAD-based automatic selection of informative viewpoints is performed. Next, we
start our online inspection process by several preprocessing steps: noise filtering and data resam-
pling. A point cloud filtering algorithm is developed to identify and remove outliers. After the
preprocessing stage, a two-step global-to-local registration is applied. A model-based keyframe
SLAM algorithm and a camera with a wide FOV are used to get an initial estimate for our 3-D
sensor localization. The results of the global registration are then refined by a local registration
process based on the well-known iterative nonlinear ICP and Levenberg–Marquardt algorithm.

Further, a method for cable segmentation based on cylinder collection fitting and aided by the
available CAD model is proposed and evaluated. Using the segmentation result, we can detect
the possible interference of each cable with other objects as well as analyze its bend radius. The
experimental results show that our method is highly accurate in detecting defects on air-
craft EWIS.

(b)

(a)

(c)

Fig. 25 (a) CAD model with four different cables, (b) an example of a segmentation result on a
cable c1, and (c) result of interference detection: the segmented cable (green) interferes with the
cable c2 (blue).

Table 4 Interference measurement results compared with modeling software CATIA©.

Pair of cables
Measure obtained

with CATIA
Measure obtained
by our algorithm

c1 − c2 40.7 41.2

c1 − c3 17.2 17.0

c1 − c4 0.1 0.2

c2 − c3 11.3 10.7

c2 − c4 37.0 37.2

c3 − c4 11.3 11.1



For now, we are detecting meaningful point cloud clusters interfering with our cable of inter-
est. Our further research will focus on classifying these clusters by exploiting the CAD model of
the mechanical assembly.

We are also working on a more general framework for the segmentation of cylindrical shapes
other than cables and pipes (e.g., arteries in the medical field, tree branches in forestry appli-
cations, etc.). In parallel, we are looking into making 3-D information richer by fusing multiple
one-shot scans acquired from multiple views.
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