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Control of solvated crystallization of α-lactose monohydrate

A. Rachah ∗ D. Noll ∗ F. Espitalier † F. Baillon †

Abstract

We present a mathematical model of solvated crystallization of α-lactose monohydrate
and discuss strategies to control the crystallization process in semi-batch mode with the goal
to privilege the production of small particles in the range between 130µm and 330µm. We
compare specific and unspecific cost functions leading to optimal strategies with significantly
different effects on product quality. Control inputs are temperature, feed rate, and the choice
of an appropriate crystal seed.

Keywords: Solvated crystallization, population dynamics, molar balance, thermodynamic bal-
ance, optimal control.

1 Introduction

Crystallization is the unitary operation of formation of solid crystals from a liquid solution. In
process engineering crystallization is an important separation technique used in chemical, phar-
maceutical, food, material and semiconductor industries. Mathematical models of crystallization
processes include population, molar and energy balance equations. Crystallizers can be operated
in batch, semi-batch or continuous mode.

Semi-batch crystallization is widely used in the pharmaceutical and fine chemical industry for
the production of solids in a variety of operating modes. In the food-processing industry, there has
been growing interest in the crystallization of lactose in recent years [17, 18,20]. For a number of
reasons, α-lactose monohydrate is the most commonly used form of lactose in making medications.
It is for instance affordable, physically and chemically stable, easy to mix, readily dissolves in but
does not absorb water.

Lactose monohydrate is available as a powder in different grades, density, and flowability. Here
we present a mathematical model of solvated crystallization of α-lactose monohydrate, and then
use it to control the crystallization process in semi-batch mode in such a way that the growth of
crystals in the range 130µm to 330µm is privileged to enhance flowability.

The model shown schematically in Figure 1 combines the dynamics of four interacting popula-
tions, one of them aging, governed by an energy balance. For a schematic view of the crystallizer
see Figure 8.
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Figure 1: Crystallization of α-lactose monohydrate

Two forms of lactose (α- and β-lactose) exist simultaneously in aqueous solution, the exchange
being described by the process of mutarotation with exchange rates k1, k2. For temperatures
T ≤ 90 ◦C only α-lactose crystallizes, with the specificity that a water molecule is integrated at the
formation of an α-crystal. Nucleation and growth of crystals are the basic mechanisms, which may
be complemented by modeling attrition, breakage, agglomeration and secondary nucleation effects.
Here we are interested in semi-batch crystallization, where the container is initially only partially
filled. By acting on the feed rate, the temperature, and on the crystal seed, we wish to steer the
process in such a way that the growth of particles within the size range 130µm ≤ L ≤ 330µm is
maximized.

Active and passive control strategies for crystallization processes have been used in batch,
semi-batch, or continuous mode to improve product quality, to maximize the final size of crystals,
to guarantee process stability, and much else. We mention approaches of a general nature in
off-line optimal control of crystallization processes in [5,10,11]. Concerning modeling and control
of α-lactose monohydrate, there is a large body of experimental work using heuristic control
strategies [16–18, 20, 21]. In [30] optimization methods have been applied to a PDE model of
crystallization of the inorganic compound, potassium aluminum sulfate KAl(SO4)2 in water, but
the present work is not covered by this approach. Our approach to control the crystallization of
α-lactose monohydrate by means of a mathematical model using balance equations is new. Our
results based on optimal control strategies will therefore be compared to heuristic methods known
in the literature.

The structure of the paper is as follows. In section 2 we develop the model. In Section 3 a
model for control based on a moment approximation is obtained, which is then used in section 4
to compute numerical results.
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2 Dynamic model

In this section the dynamic model of semi-batch crystallization of α-lactose monohydrate is de-
scribed by presenting the population, mass and energy balance equations.

2.1 Population balance equation

The population balance equation is a first-order PDE

∂

∂t
(V (t)n(L, t)) + V (t)G (cα(t), cβ(t), T (t))

∂n(L, t)

∂L
= V (t)ṅ(L, t)±,(1)

where n(L, t) is the distribution of α-lactose crystals (CSD), that is, the number of α-lactose
crystals per unit volume 1m3 and per unit length 1m, expressed as number · m−3 · m−1. The
quantities cα(t), cβ(t) are the dimensionless concentrations of α- and β-lactose in the liquid phase,
that is

mα = cαmH2O, mβ = cβmH2O,

where mα,mβ represent respectively the mass of α- and β-lactose in the liquid phase, mH2O the
mass of water not integrated in crystals.

The total volume of slurry V (t) in the crystallizer is a dependent variable given in (15),
G (cα, cβ, T ) is the temperature-dependent growth coefficient of α-crystals, or put differently, the
velocity of crystal growth in m · s−1, assumed independent of crystal size L. We add the boundary
condition

n(0, t) =
B (cα(t), cβ(t), T (t))

G (cα(t), cβ(t), T (t))
,(2)

which involves the temperature dependent birth coefficient B(cα, cβ, T ), the velocity of nucleation
or crystal birth in number ·m−3 · s−1. Finally, the initial condition

n(L, 0) = n0(L),(3)

represents the crystal seed n0(L). Crystal size L is measured in meters m, time t in seconds s.
The right hand side of (1) features source and sink terms ṅ(L, t)± = ṅ(L, t)+− ṅ(L, t)−, which

may include breakage, attrition and agglomeration of crystals, and possibly removal of crystals
due to outflow, filtering, or fines dissolution. In the case of attrition or breakage the source terms
are

ṅ+(L, t) =

∫ ∞
21/3L

b(L′)β(L′ → L)n(L′, t)dL′ +

∫ 21/3L

L

b(L′)β(L′ → L′′)n(L′, t)dL′,(4)

where L′′ = (L′3 − L3)1/3, and
ṅ−(L, t) = b(L)n(L, t).

Here b(L) is the breakage rate of particles of size L, with unit s−1, and β(L′ → L) is the daughter
size distribution with unit m−1. We assume breakage of a crystal of size L′ into two daughters
of sizes L and L′′, where L3 + L

′′3 = L
′3. In order to break the symmetry, we assume that

β(L′ → L) is only defined for L ∈ [2−1/3L′, L′], that is for L ≥ L′′ = (L′3 − L3)1/3. Moreover,∫ L′
2−1/3L′

β(L′ → L)dL = 1. This explains the two integral terms in (4). The left hand term counts
those events, where a particle of size L′ breaks into pieces L,L′′ with L ≥ L′, so we have a new
particle of size L arriving. The second term counts those events, where L′ breaks into pieces L′′, L
with L′′ ≥ L. Now the smaller piece contributes to the source at size L.
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quantity symbol unit
breakage rate b(L) s−1

daughter size distribution β(L′ → L) m−1

agglomeration rate α(L′ → L) m3]−1s−1

crystal seed n0(L) ]/m.m3

Table 1: Size related quantities

2.2 Relating crystal mass to CSD

We consider the mass mcry(t) of mono-hydrated α-lactose crystals as a function of time and relate
it to the crystal size distribution n(L, t) through

mcry(t) = kvρcryV (t)

∫ ∞
0

n(L, t)L3dL.

Introducing the third moment

µ3(t) =

∫ ∞
0

n(L, t)L3dL

of the CSD, this may be written as

mcry(t) = kvρcryV (t)µ3(t).

Therefore, by applying the product rule, substituting (1), and using partial integration, we have

dmcry(t)

dt
= kvρcry

dV (t)

dt

∫ ∞
0

n(L, t)L3dL+ kvρcryV (t)

∫ ∞
0

∂n(L, t)

dt
L3dL

= −kvρcryG(cα(t), cβ(t), T (t))V (t)

∫ ∞
0

∂n(L, t)

dL
L3dL

= 3kvρcryG(cα(t), cβ(t), T (t))V (t)

∫ ∞
0

n(L, t)L2dL(5)

= 3kvρcryG(cα(t), cβ(t), T (t))V (t)µ2(t),

where µ2 is the second moment of the CSD,

µ2(t) =

∫ ∞
0

n(L, t)L2dL.

Here we use the hypothesis that all external birth and death processes of crystals are mass pre-
serving, i.e., that ∫ ∞

0

(
ṅ(L, t)+ − ṅ(L, t)−

)
L3dL = 0.(6)

That includes breakage, attrition, agglomeration of monohydrated α-lactose crystals, but excludes
product removal or seeding during the process.
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The initial condition associated with (5) is

mcry,0 = kvρcryV0

∫ ∞
0

n0(L)L3dL = kvρcryV0µ3,0,

which fixes the third moment of the crystal seed n0(L) to

µ3,0 =
mcry,0

kvρcryV0
.(7)

2.3 Solvent mass balance

The particularity of solvated crystallization is that the variations of solvent mass,
dmH20

dt
, and of

crystal mass, dmcry

dt
, are coupled. The fact that α-lactose crystals integrate a water molecule means

that molecular weights of the solid and liquid phase of α-lactose are related as

R =
Mcry

Mα

= 1.0525 > 1.(8)

Therefore, if we temporarily define the mass of water inside crystals as mH20⊂cry, we have

mH20⊂cry =

(
1− 1

R

)
mcry.

In consequence,

dmH2O

dt
= −dmH2O⊂cry

dt
+ ṁ±H2O

= −
(

1− 1

R

)
dmcry

dt
+ ṁ±H2O

,(9)

where ṁ±H2O
includes for instance the feed of water during the semi-batch mode. The interpretation

is that the variation of the free water mass mH2O is due to the inclusion of water molecules in
crystals where it is bound, and to external sources or sinks.

Combining (9) and (5) allows us now to establish the solvent mass balance. Since in our
experiment there will only be a source and no sink, i.e., ṁ−H2O

= 0, we shall switch to the notation
qH2O := ṁ+

H2O
:

dmH2O(t)

dt
= (R−1 − 1)3kvρcryG (cα(t), cβ(t), T (t))V (t)µ2(t) + qH2O(t).(10)

2.4 Mass balance of α-lactose

The next step is to include the mass balance for α-lactose in the liquid phase. The variation of
mass mα of α-lactose in the liquid phase is related to the variation of crystal mass mcry and the
mass mβ of β-lactose via

dmα(t)

dt
= − 1

R

dmcry(t)

dt
− k1 (T (t))mα(t) + k2 (T (t))mβ(t) + ṁ±α (t)

= − 1

R

dmcry(t)

dt
+mH2O(t) [−k1 (T (t)) cα(t) + k2 (T (t)) cβ(t)] + ṁ±α (t).(11)
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The factor 1/R in the first term takes (8) into account, while the second term models loss and
gain of α-lactose in the liquid phase due to mutarotation. The third term ṁ±α regroups external
sources and sinks. At the same time we have mα = cαmH2O by the definition of cα, so that

dmα

dt
= mH2O

dcα
dt

+ cα
dmH2O

dt
.

This leads to

mH2O(t)
dcα(t)

dt
+ cα(t)

dmH2O(t)

dt
= − 1

R

dmcry(t)

dt
+mH2O(t) [−k1 (T (t)) cα(t) + k2 (T (t)) cβ(t)] + ṁ±α (t).

Substituting (10) gives

mH2O
dcα
dt
− cα

(
1− 1

R

)
dmcry

dt
= − 1

R

dmcry

dt
+mH2O [−k1cα + k2cβ] + ṁ±α − cαṁ±H2O

,

which can be simplified to

mH2O
dcα
dt

+

[
1

R
− cα

(
1− 1

R

)]
dmcry

dt
= mH2O [−k1cα + k2cβ] + ṁ±α − cαṁ±H2O

.

We can interpret the source term ṁ±α as

ṁ±α = ċ±αm
±
H2O

+ c±α ṁ
±
H2O

.

Then we obtain

mH2O
dcα
dt

+

[
1

R
− cα

(
1− 1

R

)]
dmcry

dt
= mH2O [−k1cα + k2cβ] + ċ±αm

±
H2O

+
(
c±α − cα

)
ṁ±H2O

.

Dividing by mH2O gives the equation

dcα
dt

+
1

mH2O

[
1

R
− cα

(
1− 1

R

)]
dmcry

dt
= −k1cα + k2cβ + ċ±α

m±H2O

mH2O

+
(
c±α − cα

) ṁ±H2O

mH2O

.(12)

As we shall see, in our study we have ċ±α = 0 and c−α = 0, so that we are left with a source term

c+α
ṁ+

H2O

mH2O
= c+α

qH2O

mH2O
. Moreover, c+α will be chosen constant, which means the fraction of α-lactose

in the feed does not change, even though the feed rate qH2O(t) is time-varying and used to control
the process.

2.5 Mass balance of β-lactose

Proceeding in analogous fashion for the mass balance of β-lactose, we have

dmβ

dt
= k1mα − k2mβ + ṁ±β ,(13)

which accounts for mutarotation and feed. Using

dmβ

dt
= mH2O

dcβ
dt

+ cβ
dmH2O

dt

6



in tandem with (10), we obtain

mH2O
dcβ
dt
− cβ

(
1− 1

R

)
dmcry

dt
= mH2O [k1cα − k2cβ] + ṁ±β − cβṁ

±
H2O

.

Again we interpret ṁ±β as

ṁ±β = ċ±βm
±
H2O

+ c±β ṁ
±
H2O

,

then

dcβ
dt
− cβ
mH2O

(
1− 1

R

)
dmcry

dt
= k1cα − k2cβ + ċ±β

m±H2O

mH2O

+
(
c±β − cβ

) ṁ±H2O

mH2O

.(14)

The crucial point about equations (12) and (14) is that on substituting (5), the state mcry disap-
pears. As we noticed above, our study uses ċ±β = 0 and c−β ṁ

−
H2O

= 0, so that the source term is

c+β
ṁ+

H2O

mH2O
= c+β

qH2O

mH2O
, with a fixed c+β .

2.6 Relating volume of slurry to masses

The total volume of slurry V (t) in the crystallizer is a dependent variable, which we now express
as a function of the states cα, cβ, and mH2O. Observe that we have the relations

Vα = mαρ
−1
lac,α, Vβ = mβρ

−1
lac,β, Vcry = mcryρ

−1
cry, VH2O = mH2Oρ

−1
H2O

,

with the obvious meanings, so that the total volume is

V (t) = Vα(t) + Vβ(t) + VH2O(t) + Vcry(t).

Substituting the expressions from the previous sections,

Vα = cαmH2Oρ
−1
lac,α, Vβ = cβmH2Oρ

−1
lac,β, VH2O = mH2Oρ

−1
H2O

,

and using

Vcry(t) =

(
kvρcryV (t)

∫ ∞
0

n(L, t)L3dL

)
ρ−1cry = kvV (t)

∫ ∞
0

n(L, t)L3dL,

we obtain

V (t)

(
1− kv

∫ ∞
0

n(L, t)L3dL

)
= mH2O(t)

[
cα(t)ρ−1lac,α + cβ(t)ρ−1lac,β + ρ−1H2O

]
.

Using the third moment this may be written as

V (t) =
mH2O(t)

1− kvµ3(t)

[
ρ−1lac,αcα(t) + ρ−1lac,βcβ(t) + ρ−1H2O

]
.(15)

This expression will have to be substituted for V (t) in the formulae below and above. Then the
initial condition V (0) = V0 leads to

mH2O(0)

1− kvµ3(0)

[
ρ−1lac,αcα(0) + ρ−1lac,βcβ(0) + ρ−1H2O

]
= V0.(16)
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Here µ3(0) =
∫∞
0
n0(L)L3dL = mcry,0

ρcrykvV0
by (24), and mH2O(0) = mH2O,0, which when substituted

into (16) gives the initial condition

V0 = mcry,0ρ
−1
cry +mH2O,0

[
ρ−1lac,αcα,0 + ρ−1lac,βcβ,0 + ρ−1H2O

]
.(17)

In addition, if we assume that α-and β-lactose are initially at an equilibrium of mutarotation, we
have to add the initial condition

cβ,0 = km(T0)cα,0,(18)

where T (0) = T0 is the initial temperature of the slurry. Clearly if mH2O,0 and cα,0, cβ,0 are known,
we also know V0. Conversely, if V0 and cα,0, cβ,0 are known, we can determine mH2O,0. Likewise,
since we assume that α and β are initially at equilibrium of mutarotation, it suffices to know
V0 and cα,0 + cβ,0 to reconstruct mH2O,0. Quantities depending on temperature and initial values
given respectively in Table 4 and Table 5.

We also need a formula for dV
dt

, because it arises in the population balance equation. Differen-
tiation of (15) multiplied by (1− kvµ3) gives

dV (t)

dt
(1− kvµ3(t))− V (t)kv

dµ3(t)

dt

=
dmH2O(t)

dt

[
ρ−1lac,αcα(t) + ρ−1lac,βcβ(t) + ρ−1H2O

]
+mH2O(t)

(
ρ−1lac,α

dcα(t)

dt
+ ρ−1lac,β

dcβ(t)

dt

)
.(19)

Substituting (10), (12), (14) removes all derivative terms on the right hand side of (19). It remains
to deal with the expression µ3V

′+V µ′3. For this we multiply the population balance equation (1)
by L3 and integrate, so using (6) we obtain

V ′(t)µ3(t) + V (t)µ′3(t) +G(cα(t), cβ(t), T (t))V (t)

∫ ∞
0

∂n(L, t)

∂L
L3dL = 0,

and by partial integration

V ′(t)µ3(t) + V (t)µ′3(t)− 3G(cα(t), cβ(t), T (t))V (t)

∫ ∞
0

n(L, t)L2dL = 0.

Substituting this in (19) gives

dV (t)

dt
= 3kvG(cα(t), cβ(t), T (t))V (t)µ2(t) +

dmH2O(t)

dt

[
ρ−1lac,αcα(t) + ρ−1lac,βcβ(t) + ρ−1H2O

]
+mH2O(t)

(
ρ−1lac,α

dcα(t)

dt
+ ρ−1lac,β

dcβ(t)

dt

)
.(20)

2.7 Energy balance

The energy balance includes the internal heat produced by the crystallization reaction, and the
heating and cooling system used to trigger and control the process. Altogether this involves the
state T (t), the temperature of the slurry, assumed homogeneous due to stirring, the temperature
of the crystallizer jacket Tjacket(t), and the set-point temperature Tsp(t), which is used as control
input. We also need Tfeed, the temperature of the feed, which we assume constant, and a reference
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temperature Tref = 25 ◦C, needed to quantify the heating respectively cooling effect of the feed on
the crystallizer temperature T [2]. This leads to the equation

dT (t)

dt
= P1(t)

[
− P2(t)(T (t)− Tref)−∆H

dmcry(t)

dt
+ UA(t) (Tjacket(t)− T (t))

+qH2O(t)
(
Cp

H2O
+ Cp

αcα(0) + Cp
βcβ(0)

)
(Tfeed − Tref)

]
(21)

where

dTjacket(t)

dt
= −0.0019(Tjacket(t)− Tsp(t))(22)

was obtained through identification of the system. Notice that Tsp(t) is used as a control input to
regulate Tjacket(t), and therefore indirectly T (t), via the heat exchange between the jacket and the
crystallizer through the contact surface A(t), which is a dependent function of V (t). Here ∆H is
the heat of crystallization in kJ/kg, see [29], and the constants Cp

H2O
, Cp

α, Cp
β are the specific heat

capacities of water, α- and β-lactose. We have used the abbreviations

P1(t)
−1 = mH2O(t)Cp

H2O
+mα(t)Cp

α +mβ(t)Cp
β +mcry(t)Cp

cry,

P2(t) =
dmH2O(t)

dt
Cp

H2O
+
dmα(t)

dt
Cp
α +

dmβ(t)

dt
Cp
β +

dmcry(t)

dt
Cp

H2O
,

with mα = cαmH2O, mβ = cβmH2O as before.

2.8 Mutarotation and saturation

The mutarotation exchange coefficients k1, k2 depend on temperature via the Arrhenius law

k2(T ) = k0 exp

(
− Ea
Rg(T + 273.15)

)
, k1(T ) = k2(T )km(T ),

where k0, Ea are constants, Rg is the gas constant, and where according to [17], km follows the
affine law

km(T ) = 1.64− 0.0027 · T.

The equilibrium of mutarotation therefore occurs at

cα,sat,eq(T ) =
10.9109 · exp(0.02804 · T )

100(1 + km(T ))
,

so that the saturation level for the formation of α-crystals is also temperature dependent and
expressed as

cα,sat(cβ, T ) = cα,sat,eq(T )− F (T )(cβ − km(T )cα,sat,eq(T )),

with F (T ) = 0.0187 · exp(0.0236 · T ) a correction factor for α-lactose solubility following a
Visser type law according to [17]. Note that the saturation concentration varies in time as
cα,sat(cβ(t), T (t)), because cβ(t) and T (t) vary in time.
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2.9 Nucleation and growth rates

The nucleation and growth rates are based on phenomenological laws which are usually determined
experimentally. Following [17], we used the birth rate

B(cα, cβ, T ) = kb exp

− B0

(T + 273.15)3 ln2
(

cα
cα,sat(cβ ,T )

)


for cα > cα,sat, while B(cα, cβ, T ) = 0 for cα ≤ cα,sat(cβ, T ). Constant kb given in Table 3 determines
the unit of B, while the unit of B0 is ◦C [18, 20].

Similarly, the growth rate was based on [17] and chosen as

G(cα, cβ, T ) = kg (cα − cα,sat(cβ, T )) ,

with unit determined by the unit of the growth coefficient kg in m · s−1. As we can see, cα > cα,sat
leads to G > 0, in which case crystals grow, while cα < cα,sat means crystals shrink.

n(L, t) ]/m.m3 particle size distribution
mα(t) kg mass of α-lactose in solution
mβ(t) kg mass of β-lactose in solution
V (t) m3 volume of slurry
A(t) m2 contact surface

Table 2: Units of dynamic quantities

3 Modeling for control

In this section we present techniques which allow to control the model presented in the previous
chapter. We discuss the moment approach, indicate how it can be extended to include attrition,
and then discuss appropriate cost functions.

3.1 Moments

When breakage and agglomeration terms ṅ(L, t)± are neglected, one can easily handle the popu-
lation balance (1) via the moment approach. Putting

µi(t) =

∫ ∞
0

n(L, t)LidL, i = 0, 1, . . . , N,

where N ≥ 3 is the number of moments we wish to consider, we multiply the population balance
equation by Li and integrate to obtain

dµi(t)

dt
+
V ′(t)

V (t)
µi(t)− iG(cα(t), cβ(t), T (t))µi−1(t) = 0, i = 1, 2, . . . , N,(23)
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using limL→∞ L
in(L, t) = 0. For the zeroth moment we have the equation

dµ0(t)

dt
+
V ′(t)

V (t)
µ0(t)−B(cα(t), cβ(t), T (t)) = 0.(24)

The remaining ordinary differential equations (12), (14), (10) in tandem with the energy balance
carry over to the moment approach.

Using moments, we write V (t) as a dependent function using (15), while V ′(t) uses (20).
Altogether, we have a system of ODEs with N + 5 states T (t),mH2O(t), cα(t), cβ(t), in tandem
with µ0, µ1, µ2, µ3, . . . , µN with N ≥ 3. The unknown seed n0(L) is replaced by its unknown
moments pi :=

∫∞
0
n0(L)LidL, i = 0, . . . , N . The initial conditions are then

µi(0) = pi, i = 0, . . . , N, i 6= 3,(25)

while the third moment is fixed by fixing the mass of the crystal seed n0(L).
It is possible to adapt the moment approach to include attrition. Here the source and sink

terms are

ṅ+
att(L, t)− ṅ−att(L, t) =

∫ ∞
L

b(L′)β(L′ → L)n(L′, t)dL′ − b(L)n(L, t),

where b(L′) is the breakage rate of crystals of size L′, with unit s−1, and β(L′ → L) is the daughter
size distribution, with unit m−1. We assume binary breakage, where a particle of volume kvL

′3

breaks into two pieces of volumes kvL
3 and kvL

′′3, with L′3 = L3 + L′′3. We assume symmetry of
breakage β(L′ → L) = β(L′ → L′′) and preservation of mass respectively volume∫ L′

0

β(L′ → L)L3dL = L′3.(26)

The fact that breakage is binary means∫ L′

0

β(L′ → L)dL = 2,(27)

while by symmetry ∫ L′

2−1/3L′
β(L′ → L)dL =

∫ 2−1/3L′

0

β(L′ → L′′)dL = 1,

which shows that β(L′ → L) is a probability distribution on the interval [2−1/3L′, L′]. With these
assumptions we have indeed∫ ∞

0

ṅ+
att(L, t)L

3dL =

∫ ∞
0

b(L′)n(L′, t)

{∫ L′

0

β(L′ → L)L3dL

}
dL′

=

∫ ∞
0

b(L′)n(L′, t)L′3dL′ =

∫ ∞
0

ṅ−att(L
′, t)L′3dL′,

which is (6) in the case of attrition.
It is standard to assume a self-similar daughter distribution of the form

β(L′ → L) =
θ(L3/L′3)

L′
,

11



where θ : [0, 1] → R is a probability density on [1
2
, 1] and symmetric θ(1 − t) = θ(t). Then with

the substitution L = tL′ and dL = L′dt we obtain∫ L′

0

β(L′ → L)dL =

∫ 1

0

β(L′ → tL′)L′dt =

∫ 1

0

θ(t3)

L′
L′dt =

∫ 1

0

θ(t3)dt = 2.

If the moment approach is chosen, then we have to evaluate the integrals∫ ∞
0

(
ṅ+
att(L, t)− ṅ−att(L, t)

)
LνdL =

∫ ∞
0

∫ ∞
L

b(L′)
θ(L3/L′3)

L′
n(L′, t)dL′LνdL−

∫ ∞
0

b(L)n(L, t)LνdL

=

∫ ∞
0

b(L′)

L′
n(L′, t)

∫ L′

0

θ(L3/L′3)LνdLdL′ −
∫ ∞
0

b(L)n(L, t)LνdL

=

∫ ∞
0

b(L′)

L′
n(L′, t)

∫ 1

0

θ(t3)tνL
′νL′dtdL′ −

∫ ∞
0

b(L)n(L, t)LνdL(28)

=

∫ ∞
0

b(L′)n(L′, t)L
′νMν(θ)dL

′ −
∫ ∞
0

b(L)n(L, t)LνdL

=

∫ ∞
0

(Mν(θ)− 1)Lνb(L)n(L, t)dL,

where Mν(θ) is the νth moment of t 7→ θ(t3). Since M0(θ) = 2, we have∫ ∞
0

(
ṅ+
att(L, t)− ṅ−att(L, t)

)
dL =

∫ ∞
0

b(L)n(L, t)dL,

which is the total number of particles being broken. Moreover

L′3 =

∫ L′

0

β(L′ → L)L3dL =

∫ 1

0

θ(t3)

L′
(tL′)3L′dt = L′3

∫ 1

0

θ(t3)t3dt

shows M3(θ) = 1, which confirms again that
∫∞
0

(
ṅ+
att(L, t)− ṅ−att(L, t)

)
L3dL = 0.

Let us now examine how we can compute integrals of the form
∫∞
0
a(L)n(L, t)dL using the

moments µ0(t), . . . , µr(t) of n(·, t). Suppose a(L) ≥ 0 is a weight function in the sense that∫∞
0
Lνa(L)dL <∞ for all ν, and a(L) ≥ 0. We build orthogonal polynomials with respect to the

weight a(L), that is, span{1, . . . , Lr} = span{P0, . . . , Pr} and
∫∞
0
Pi(L)Pj(L)a(L)dL = δij and

P0 ≡ 1. If we know an approximation n(L, t) ≈ c0(t)P0(L) + · · · + cr(t)Pr(L), we readily get the
approximation ∫ ∞

0

a(L)n(L, t)dL ≈
r∑
i=0

ci(t)

∫ ∞
0

Pi(L)a(L)dL = c0(t).

How do we compute the approximation n(L, t) ≈ c0(t)P0(L) + · · ·+ cr(t)Pr(L)? Such an approxi-
mation cannot be available on all of [0,∞), but if a(L) has compact support [0, Lmax] say, then it
suffices to approximate n(L, t) on this interval. Computing a new orthogonal sequence Q0, . . . , Qr

such that span{1, . . . , Lr} = span{Q0, . . . , Qr} and
∫ Lmax

0
Qi(L)Qj(L)dL = δij, we have

n(L, t) ≈ d0(t)Q0(L) + · · ·+ dr(t)Qr(L),(29)

hence ∫ Lmax

0

n(L, t)Qi(L)dL ≈
r∑
j=0

dj(t)

∫ Lmax

0

Qj(L)Qi(L)dL = di(t).

12



Now every Qi is of the form Qi =
∑r

j=0 qijL
j, hence

di(t) ≈
r∑
j=0

qijµj(t),(30)

where we approximate
∫ Lmax

0
n(L, t)LidL ≈ µi(t). Notice that these coefficients qij are independent

of a(L) and depend only on the choice of Lmax. They may in particular be pre-computed.

From (29) and (30) we obtain the desired approximation of n(L, t) in the bases Pi, i.e., we
obtain the coefficients ci(t), and in particular, c0(t), as a linear combination of moments. Indeed,

Qi(L) =
r∑
j=0

eij(a, t)Pj(L),

and then

n(L, t) ≈
r∑
i=0

di(t)Qi(L) =
r∑
j=0

(
r∑
i=0

eij(a, t)di(t)

)
Pj(L),

which gives

cj(t) =
r∑
i=0

eij(a, t)di(t) =
r∑

k=0

(
r∑
i=0

eij(a, t)qjk

)
µk(t).

In particular, ∫ ∞
0

a(L)n(L, t)dL ≈
r∑

k=0

(
r∑
i=0

ei0(a, t)q0k

)
µk(t).

In (28) we have to apply this successively to the functions L 7→ Lνb(L), ν = 0, . . . , r. Notice that
Lνb(L) is a weight function as soon as b is one.

3.2 The cost function

The criterion we would like to optimize is

max
u,w,n0(L),...

kvρlacV (tf )

∫ L2

L1

n(L, tf )L
3dL,(31)

where tf is the final time, and where [L1, L2] is the interval of sizes in which we want crystals to
lie. In our experiments we use L1 = 130µm, L2 = 330µm. However, this criterion cannot be used
directly in the moment approach.

If we want to continue to use the moment approach, we must either approximate (31) in a way
similar to the approximation of the scattering kernel in the previous section, or we may proceed
as follows. We choose a target particle size distribution ntarget(L), which has its bulk of crystal
mass in the range [L1, L2], and is then normalized to satisfy∫ ∞

0

ntarget(L)L3dL = 1.

13



Now we compute the moments of the target, ν0, . . . , νN . Then we replace (31) by the least squares
objective

min
u,w,µi(0),...

N∑
i=0

(µi(tf )− µ3(tf )νi)
2 .(32)

In other words, we bring the moments µi(tf ) of the unknown CSD n(L, t) as close as possible
to the moments of the scaled target µ3(tf )ntarget(L) by optimizing moments µi(0) and using the
controls u1 = Tsp and u2 = qH2O. This leads us to the following optimal control problem

minimize
N∑
i=0

wi (µi(tf )− µ3(tf )νi)
2

subject to dynamics (23), (24), (10), (12), (14), (21), (22)
initial conditions in table 5
parameters µi(0) = pi, i = 0, . . . , N, i 6= 3
V0 ≤ V (t) ≤ Vmax

0 ◦C ≤ T (t) ≤ 70 ◦C
cα(t) ≥ cα,sat (cβ(t), T (t))

(33)

with a weighted least-squares objective. The optimization variable is (Tsp, qH2O, p), and the optimal
solution is denoted (T ∗sp, q

∗
H2O

, p∗). For the purpose of comparison we have also used a non-specific
criterion known in the literature, the mean size diameter d43 = µ4(tf )/µ3(tf ), which is minimized
subject to the constraints of (33).

3.3 Reconstructing the optimal seed

Once the optimal u∗1 = T ∗sp, u∗2 = q∗H2O
, and the optimal moments µ∗0(0) = p∗0, . . . , µ

∗
N(0) = p∗N have

been computed by (33) or its non-specific variant, we still have to estimate a seed n∗0(L) which
gives rise to these moments. To do this we perform a maximum entropy moment reconstruction,
which has the advantage to produce a solution n0(L) ≥ 0, see [22, 23]. That is, we seek the
function n∗0(L) which solves

minimize

∫ ∞
0

n0(L) lnn0(L)dL

subject to

∫ ∞
0

n0(L)LidL = p∗i , i = 0, . . . , N
(34)

Then n∗0(L) has its first N moments equal to the µ∗i , and is in addition positive. If N is small,
then the information in n∗0(L) will not be very significant, but already N = 4 gives meaningful
results.

4 Experiments

Along with a plethora of heuristics, control of crystallization processes also uses optimal control

with non-specific cost functions like the mean size diameter d43 =
µ4(tf )

µ3(tf )
and the nucleation rate

B, to enhance product quality. In this study we prefer specific objectives, which allows to max-
imize the crystal mass produced in a given size range [L1, L2]. We present results obtained via
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program (33), which we compare to one of the non-specific objectives d43. The simulation study
is based on experimental conditions for a laboratory size crystallizer. Experimental validation of
the novel control strategies obtained in our simulation results is currently under investigation, and
experiments were previously used to identify the cooling/heating system of the crystallizer.

4.1 Algorithm

We have used the following overall scheme:

Algorithm 1. Specific maximization of crystal mass

1: Pose problem. Select a specific range [L1, L2] in which the bulk of crystal mass is desired.
2: Define target. Specify target crystal size distribution ntarget(L) which fits the chosen interval

[L1, L2]. Normalize to have
∫∞
0
ntarget(L)L3dL = 1.

3: Optimize. Select the relevant number of moments N and solve program (33). The solution
is (T ∗sp, q

∗
H2O

, p∗).
4: Maxent reconstruction. Estimate the optimal seed n0(L)∗ using maximum entropy moment

reconstruction (34) from the optimal moments p∗ = (µ∗0, . . . , µ
∗
N).

5: Simulate. Run the full population dynamic model to validate the results, using n∗0(L) as seed
and u∗1 = T ∗sp, u∗2 = q∗H2O

as controls.
6: Evaluate. If the mismatch between full model and moment model is significant, increase

number N of relevant moments and go back to step 3. Otherwise stop.

The target CSD ntarget(L) required for the specific optimization program (33) can be chosen
in various ways. It is possible to choose a Gaussian distribution centered at (L1 +L2)/2 such that
90 % of its surface is within [L1, L2], and normalized to give a unit integral. In our testing we
have used σ = 0.4 · 10−4. For the specific interval [L1, L2] = [130µm, 330µm] used in our study
we have also used a translated Weibull distribution of the form

w(L) =

{
(5000(L− θ))5 exp (−(5000(L− θ))5) , L ≥ θ
0 L < θ

where θ = 1.371 · 10−5, normalized to give ntarget(L) = w(L)/
∫∞
0
w(L′)L′3dL′ will do.

We have compared the two scenarios by integrating L3n(L, tf ) over the target size range
[L1, L2]. The results are shown in Table 6 and corroborate the visual result of Figure 2. Notice
that the scaled target and the optimal solution of (33) for the specific criterion have the same
crystal mass on [0,∞) by construction, but a slight difference occurs on [L1, L2].

In Figures 3 we present the optimal regulation of set-point temperature and feed rate. For
the specific criterion, set-point temperature decreases until 0.2h, keeps an almost constant level
for approximately 2h, and then further decreases after 2.5h with a slight rebound in the end.
In contrast the non-specific case shows a mildly increasing set-point temperature during 2.5h,
followed by a rapid decrease toward the end.

In the same figure, specific and non-specific optimal feed rate are displayed. For the specific
criterion the rate increases steadily from the beginning, whereas the non-specific criterion wants
a strong rate for a short period of time, followed by an almost constant rate till the end.

In Figures 4, 5 we present the profile of growth, nucleation rate, solubility and temperature
of the crystallizer. Figures 6, 7 present the profile of mass of solvent and mass of solid which
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via MAXENT from optimal moments µ∗0(0), . . . , µ∗N(0). Right image shows the corresponding
n∗(L, tf )L
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Figure 3: Optimal set-point temperature profile u∗1 = T ∗sp (left), and optimal feed profile u∗2 =
q∗H2O

(right). Specific criterion in blue, non-specific in magenta. Final time tf was fixed.

are more important in case of specific criterion. The volume profiles show that the crystallizer is
entirely filled in the case of the specific criterion, while the crystallizer is not entirely filled for d43.
The profile of the weighted mean size diameter over time shows a converging behavior in the end.

4.2 Method

The first step of our testing consists in solving the optimal control problem numerically. Here
we have used the solver ACADO [24] based on a semi-direct single or multiple-shooting strategy,
including automatic differentiation, and its rationale is the semi-direct multiple-shooting algorithm
of Bock and Pitt [25]. ACADO is a self-contained public domain software environment written in
C++ for automatic control and dynamic optimization. Alternatively, we have also used the solver
PSOPT [26], which is a public domain extension of the NLP-solver IPOPT [27] or SNOPT [28]
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Figure 4: Evolution of growth rate G (left) and nucleation rate B (right). Specific (blue) and
non-specific criterion (magenta).

0 0.5 1 1.5 2 2.5 3 3.5
1

1.5

2

2.5

3

3.5

Time [h]

S
o
lu

b
ili

ty

 

 

Specific criterion

Non−specific criterion

0 0.5 1 1.5 2 2.5 3 3.5
0

10

20

30

40

50

60

70

Time [h]

T
e
m

p
e
ra

tu
re

 o
f 
c
ry

s
ta

lli
z
e
r 

[°
C

]

 

 

Specific criterion

Non−specific criterion

Figure 5: Evolution of solubility (left) and temperature of crystallizer (right). Specific criterion
(blue), non-specific criterion (magenta).

and is based on pseudospectral optimization which uses Legendre or Cheybyshev polynomials and
discretization based on Gauss-Lobatto nodes.

A difficulty with both solvers is the strong dependence of convergence and solutions on the
initial guess, as must be expected in a local optimization context. Our testing shows that it
is mandatory to have a simulated study (T 0

sp, q
0
H2O

, p0) available to start the optimization. This
initial guess may use parameters from a previous optimization study, which give already a decent
cost in the present study. Homotopy techniques, using for instance tf as a parameter, have to be
used.

In the second step of our testing we use the maximum entropy method to reconstruct the
optimal seed n0(L)∗ from its optimal moments µ∗0, . . . , µ

∗
N obtained in the first stage. In the third

step of the testing we perform a simulation of the full population dynamic model, using the optimal
seed n∗0(L) in tandem with the optimal controls u∗1 = T ∗sp, u∗2 = q∗H2O

obtained in stage 1. The
simulation uses a first-order finite-difference upwind scheme with a backward-space approximation
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Figure 6: Evolution of total mass of solvent mH20 (left) and of total crystal mass (or solid) mcry

(right). Specific criterion (blue), non-specific criterion (magenta).
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Figure 7: Evolution of volume (left) and weighted mean size diameter (right). Specific criterion
(blue), non-specific criterion (magenta). Surprisingly, in the nonspecific case the optimal scenario
decides to not fill the container entirely.

of
∂n

∂L
. The last step is to use the full model simulation to reproduce the moment based approach

in order to see whether this agrees with the moment method of stage 1.

5 Conclusion

The use of optimal control techniques based on mathematical modeling to enhance product quality
in crystallization was discussed. For solvated crystallization of α-lactose monohydrate we were
able to show that the crystal mass produced in a specific size range may be substantially increased
over standard approaches if optimization is used. Due to the large size of the PDE-based problem,
optimization was based on a reduced model for control obtained via the moment approach.
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quantity symbol value unit
maximum volume Vmax 0.01 m3

initial volume V0 0.0015 m3

crystal density ρcry 1545 kg ·m−3
α-lactose density ρlac,α 1545 kg ·m−3
β-lactose density ρlac,β 1590 kg ·m−3

water density ρH2O 1000 kg ·m−3
volumic shape factor kv 0.523598 –
ratio of molar masses R 1.0525 –
universal gas constant Rg 8.314 J/K/mol
birth rate coefficient kb 1010 ] ·m−3s−1
nucleation constant B0 1.46878 –
nucleation exponent b 2 –

growth rate coefficient kg 1.18 · 10−7 m · s−1
growth exponent g 1 –
activation energy Ea 7.4 · 104 J

kinetic mutarotation constant k0 2.25 · 108 s−1

heat of crystallization ∆H -43.1 kJ/kg
heat transfer coefficient U 300 W/m2/K
heat capacity of water Cp

H2O
4180.5 J/kg/K

heat capacity of α-crystal Cp
cry 1251 J/kg/K

heat capacity of α-lactose Cp
α 1193 J/kg/K

heat capacity of β-lactose Cp
β 1193 J/kg/K

fraction of α-lactose in feed c+α 0.521 kg/kg water
fraction of β-lactose in feed c+β 0.359 kg/kg water

mass of seed mcry,0 0.1 kg
reference temperature Tref 25 ◦C

feed temperature Tfeed 20 ◦C
final time tf 11000 s

Table 3: Numerical constants of industrial crystallizer

quantity symbol unit
mutarotation exchange fraction km(T ) –

mutarotation α→ β exchange rate k1(T ) s−1

mutarotation β → α exchange rate k2(T ) s−1

saturation concentration at equilibrium of mutarotation cα,sat,eq(T ) –
saturation concentration cα,sat(cβ, T ) –

crystal growth rate G(cα, cβ, T ) ms−1

crystal birth rate B(cα, cβ, T ) ] ·m−3s−1

Table 4: Quantities depending on temperature
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mcry 0.1kg mH2O 0.92kg
V0 0.0015m3 cα 0.359
µ3 0.0812 cβ 0.521

Tjacket 200C T 700C

Table 5: Initial values

Final crystal mass in [L1, L2] Expression Value

Specific criterion ρkvV (tf )
∫ L2

L1
n∗(L, tf )L

3dL 2.29 kg

Scaled target ρkvV (tf )
∫ L2

L1
(µ3(tf )

∗ntarget(L))L3dL 2.80 kg

Non-specific criterion ρkvV (tf )
∫ L2

L1
n∗(L, tf )L

3dL 0.0 kg

Table 6: Final crystal mass in [L1, L2] of case of specific criterion, scaled target and non-specific
criterion
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