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ABSTRACT

In order to characterise the ultimate error regime of Digital Image Correlation (DIC)
algorithms, sets of virtual transformed images are often generated from a reference image by
in-plane sub-pixel translations. This leads to the determination of the well-known S-shaped
systematic error curves and their corresponding random error curves. It is reported in this
collaborative work that the a priori choices used to numerically shift images (grey level
interpolation, direct or reverse transformation between images) modify DIC results and may
lead to biased conclusions in terms of DIC errors.

Keywords: Digital Image Correlation; Uncertainty quantification; Pattern matching;
interpolation; Error assessment.

INTRODUCTION

Digital Image Correlation (DIC) is an advanced experimental full-field measurement
technique, which was first proposed in solid mechanics in the 80s' by Peters and Ranson
(Peters, 1982). The basic principle of DIC is to match speckle patterns in grey level images of
a sample in some reference and several deformed states, assuming convection of the grey
level distribution during the transformation. The metrological assessment of such pattern
matching procedures remains of high interest as there is still no normalisation or adapted
procedures validated by the community of users. One way to characterise, at least partly,
metrological performances of DIC algorithms is to experimentally generate displacement
fields with precisely prescribed displacements or strains (Patterson, 2007). In practice, this
approach is difficult (or even impossible) to implement because the actual value of the
prescribed displacement field to be used as a reference for DIC measurements is often
difficult to reach or control precisely; in addition it is often complex to separate the various
error sources. Even for the simplest case of in-plane uniform sub-pixel image shifting, large
difficulties arise with the classical translation experiment because of positioning and optical
errors, stage imperfections, encoder errors, misalignments, motion drift, etc. The associated
errors can alter the DIC error evaluation. An alternative way is to test DIC algorithms in
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situations where displacement fields are numerically imposed between a reference and some
transformed images. Within such a procedure, even if the reference image may be either a real
image taken by a CCD camera or any other imaging tool or a synthetic one, the transformed
image is always synthetically build from the reference one by some appropriate algorithm.
Concerning DIC-displacement field accuracy assessment, the most common analysis is to
consider uniform in-plane sub-pixel image translations, in order to construct the so-called S-
shaped systematic error curve (Choi, 1997) and the associated random error curve, whose
characteristics and amplitude depend on image properties and chosen DIC formulation and
parameters. It has been shown in Bornert et al. (Bornert, 2009) that this error regime only
corresponds to the “ultimate error regime” reached when the chosen subset shape function fits
with a sufficient accuracy the actual displacement field. The purpose of the collaborative
work presented in this paper is to emphasize that the a priori choices made to virtually
translate images may have critical repercussions on the matching results as well as on the
interpretation of the metrological performances of the investigated DIC algorithms.

REFERENCE AND TRANSFORMATED IMAGES

In the following, pairs of “undeformed” Iundef and “deformed” Idef images are considered. The
correlation algorithms are applied to pairs of images corresponding respectively to an “initial”
I0 and “final” I1 image. Note that this distinction is purely arbitrary since one can consider the
direct (I0 = Iundef and I1 = Idef) or the reverse (I0 = Idef and I1 = Iundef) transformation. The
metrological properties of the matching should neither depend on the chosen algorithm to
transform images nor on the choice of reference image (Idef or Iundef), but only on the image
characteristics and the DIC algorithms under use (formulation and associated parameters). In
the following, various methods to obtain sets of Iundef and Idef images are described and their
influence on the characteristics of the systematic and random errors is discussed.

The question here is, first, to get a numerical undeformed image that best reflects an image
obtained in real imaging conditions and, second, to shift it by specified displacements. To
obtain such an image, the most natural way is undoubtedly to capture a real speckle pattern of
a given specimen using the CCD camera (Roux, 2006) or the imaging device used for the
measurements whose accuracy has to be assessed. The main advantage of this approach is that
it allows to characterise the measurement errors using the most realistic images (exact speckle
characteristics: size, grey level histograms and gradients, etc.; lighting conditions; …).
Nevertheless, this image may include some unwanted and unquantified features such as image
noise (digitisation, read-out noise, black current noise, photon noise) or under or over
sampling because of an imperfect CCD fill factor or optical imperfections, which will be hard
to reproduce in the shifting procedure. Another solution is to numerically generate the image.
Synthetic image generation indeed allows to prescribe most of the image characteristics (e.g.
noise, speckle size, etc., see (Bornert, 2009) which can be quite useful for parametric studies
of the performances of DIC algorithms). Naturally, the image should be generated in order to
mimic as closely as possible the speckle patterns in a real experiment, for instance those
obtained with classical spray painting. Efficient methods are based on the definition of a
continuous luminance field named the texture function. The speckle image is generated by a
photometric mapping and this texture function is digitized on a regular grid corresponding to
each pixel of the image (Wattrisse, 2000; Zhou, 2001; Orteu, 2006).

The generation of the transformed images can generally be done by one of the three following
methods:
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- Interpolation of the undeformed image. It allows to create numerically shifted images
on any type of image (real or computer-generated). It can be performed in the space
domain by polynomial, spline or other interpolation schemes (Koljonen, 2008; Lava,
2009; Cofaru, 2010) or in the Fourier domain (Schreier, 2000; Roux, 2006). It is
implicit that in this case the DIC error estimate also includes a contribution associated
to the mismatch between the really advected image and the interpolated one.

- Oversampling of the undeformed image and generation of reference and deformed
image by pixel averaging. This method can also be applied to real and synthetic
images. For example, it has been applied by Doumalin et al. (Doumalin, 1999) for
synthetic images of grids tracked by DIC, or more recently by Reu (Reu, 2011). In the
latter reference images taken from an ultra-high definition CCD camera (4872×3248
pixels) are numerically binned by 10×10 pixels. This yields to final resolution images
of 487×324 pixels shifted with respect to each other with a pitch of 0.1 pixel.
Obviously only the translations of images are possible and a limited number of
translation amplitudes is accessible.

- Transformation of the texture function. In the literature the speckle pattern is obtained
by sampling an analytical function, that can be associated with the combination of
individual Gaussian speckles (Wattrisse, 2000; Zhou, 2001) or with the Perlin noise
function (Orteu, 2006). As the texture function is expressed in real space, any
transformation of this texture function is easy to obtain and can be unbiased, assuming
perfect convection of image intensity, in consistency with the fundamental assumption
of DIC algorithms. Undeformed and transformed image are both obtained by a
photometric mapping. This method does not, by nature, add bias in the deformed
image, as its generation follows the same principles as for the reference one. The main
drawback of this approach is to ensure that the texture function is representative of a
real experimental speckle pattern and that the photometric mapping mimics the
behaviour of a real optics and image sensor combination.

IMAGE GENERATION AND METHODOLOGY

In this work, the Iundef image of size 1024×1024 pixels is a synthetic image obtained by
photometric mapping and digitisation of a continuous speckle function in the real space
(Orteu, 2006). Figure 1 shows several zooms of the Iundef image and its grey level histogram.
Note that in this paper no random noise has been added to the images. The only image noise
to be considered corresponds to the quantization errors, images being coded on 8 bits.

Fig.1. Left: sub-images of the synthetic images used in this work. Right; grey level
histogram.

3



This choice of a synthetic reference image is governed by the fact that the Idef shifted images
can be obtained in two different manners. On the one hand, they were obtained by
interpolation of Iundef at non-integer locations using several interpolation schemes: polynomial
interpolation (bilinear or bicubic), cubic spline interpolation, and interpolation based on
Fourier transforms using the shift / modulation property. On the other hand, the translated
images were obtained by translating the analytically known speckle function in the real space
before mapping and digitization. The latter images are referred to as “TexGen images” in the
following. In both cases, the imposed displacement uimposed varies from 0 to 1 pixel with a step
of 0.02 pixel. Note that the TexGen mapping and digitization procedure may be considered as
a virtual imaging device, which is applied similarly to the reference and the rigorously shifted
speckle function, so that results obtained with a couple of TexGen reference and deformed
images can be considered as references with regard to results obtained with other image
shifting strategies.

Images are analysed by a home-made DIC software that allows to select, if desired, the same
image interpolation scheme than the one used to generate the shifted images Idef when using
the image interpolation method to transform the images. This software is based on the
minimisation of the classical Sum of Squared Difference (SSD) criterion with a zero-order
subset shape function. It has been shown in Bornert et al. (Bornert, 2009) that subset shape
function has little impact on simply shifted images. Subset size is set to 16×16 pixels.

The methodology to evaluate DIC errors is based on statistical analyses. The displacement
error at the centre of a subset of coordinates (i,j) is defined by:

Δuij = ui, j

measured
− ui, j

imposed (1)

The standard deviation σ u  (random error) is calculated by:

σ u =
n Δuij

2 − Δuij

i, j

∑
 

 
 
 

 

 
 
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∑
2

n(n −1)
(2)

where n is the number of calculated values while the arithmetic mean (systematic error, or
bias) is obtained as:

 Δu =
Δuij

i, j

∑

n
(3)

Displacements have been evaluated for all positions of a regular square grid in the initial
image I0, with a pitch of 16 pixels such that subsets at adjacent positions do not overlap
ensuring the statistical independence of the corresponding errors. The output of this
investigation is a set of two curves giving the evolution of the random (Equation (2)) and
systematic (Equation (3)) errors as a function of the sub-pixel prescribed displacement along
the horizontal direction of the images.

RESULTS

We first focus on quantifications of DIC errors obtained when both Idef and (obviously) Iundef

are TexGen images. Figure 2 presents the S-shaped curves giving the systematic error for
various interpolation strategies of the DIC software, when considering both direct (I0 = Iundef
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and I1 = Idef, filled symbols) and reverse (I0 = Idef and I1 = Iundef, open symbols) transformation.
Note that in the latter case the prescribed displacement u

i, j

imposed
is simply the opposite of the one

relative to the former.

Fig.2 Systematic errors evaluated when considering pairs of TexGen images, for both direct
(I0 = Iundef and I1 = Idef) and reverse (I0 = Idef and I1 = Iundef) transformations.

The following comments on these results can be made:

- first, all curves are central-symmetric with respect to the point (0.5, 0), as expected for
isotropic texture. This is the consequence of the fact that a translation u of some
image, with errors Δu , is equivalent to the translation –u, with errors −Δu , of the
image deduced by central symmetry. Such a symmetric image is statistically
equivalent to the initial image for such a texture. In addition, the translation –u is itself
equivalent to the translation 1-u regarding the 1-pixel periodicity of DIC errors.
Averages of errors at u and 1-u are thus opposite and standard deviations equal, as
long as the set of measurement points considered for the statistical analysis is
representative.

- the bias error is always present and its amplitude depends on the interpolation scheme
used in the DIC software. As already reported (Schreier, 2000), spline interpolation
diminishes this amplitude in comparison to classical polynomial interpolation: it is
about 2.4×10-2 pixel for bi-cubic polynomial, 1.5×10-2 pixel for bi-linear polynomial
and 2×10-3 pixel for bi-cubic spline interpolations. The sign of the systematic error
depends on the interpolation used. The Fourier transform-based interpolation (noted
TF in Fig. 2) also leads to very good results with a bias amplitude of about 3×10-3

pixel.

- bias curves relative to the direct (I0 = Iundef) or the reverse (I0 = Idef) transformations are
very similar. The small differences for a given interpolation scheme can be attributed
to statistical convergence effects.

Let us now focus on the random errors obtained in the same conditions. They are given in
Figure 3, in which symbols have the same meaning as in Figure 2, and motivate the following
comments:

- first, all random error curves are symmetric with respect to the vertical axis x = 0.5,
for the same reasons as previously.
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- random errors versus displacement present bell-shaped curves with one or two
maxima depending on the DIC interpolation scheme. The amplitude of the maxima
diminishes from about 4×10-3 pixel for bi-linear polynomial, 2.4×10-3 pixel for bi-
cubic polynomial, 1.6×10-3 pixel for Fourier transform to 1.4×10-3 pixel for bi-cubic
spline.

- as previously observed for the bias curves, random error curves do almost not depend
on the choice of the direct (I0 = Iundef) or the reverse (I0 = Idef) transformation.

Fig.3 Random errors evaluated when considering pairs of TexGen images, for both direct
(I0 = Iundef and I1 = Idef) and reverse (I0 = Idef and I1 = Iundef) transformation.

Consequently, both bias and random errors are mainly due to the TexGen image
characteristics (grey level, speckle sizes and distributions, grey level gradients, etc.) and to the
image processing algorithms implemented in the DIC software.

Let us now focus on the case when Idef shifted images are obtained by interpolation of Iundef.
Here, the same interpolation scheme as the one applied for producing the deformed images is
used in the DIC software. It is recalled that images have the same characteristics as
previously, as the undeformed image (Iundef) is the same TexGen image. Figure 4 (respectively
Figure 5) presents the bias errors (respectively the random errors) versus prescribed
displacements for various image interpolation strategies related to those of the DIC software,
and considering both direct (filled symbols) and reverse (open symbols) transformations.
Figures 4(a) and 5(a) present the full curves while Figures 4(b) and 5(b) highlight a zoom in
the appropriate range.

Two main situations have to be analysed depending on whether the direct or the reverse
transformation is considered.

When the direct transformation is considered, classical tendencies are recovered, but with
different amplitudes depending on the interpolation scheme used to generate (and process) the
images. For the bias error, amplitudes range from about 8×10-2 pixel for bi-linear polynomial
interpolation, 6×10-3 pixel for bi-cubic polynomial interpolation, 2×10-3 pixel for Fourier
transform, to 1×10-3 pixel for bi-cubic spline interpolation. Compared to those obtained from
TexGen transformed images, these results show that bi-linear polynomial interpolation of the
images to be analysed adds large systematic errors while surprisingly the bias amplitude for
the bi-cubic interpolation of the images to be analysed (6×10-3 pixel) is lower that the one
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associated with the TexGen images (2.4×10-2 pixel). This phenomena have been notified
recently by Reu (Reu, 2011).

(a) full scale: range [-4.1x10-2; 4.1x10-2] pix. (b) zoomed scale: range [-1.5x10-3; 1.5x10-3] pix.

Fig.4 Systematic errors for both direct and reverse transformations, for various
interpolation schemes used for both DIC analysis and image shifting.

(a) full scale: range [0; 8.5x10-3] pix. (b) zoomed scale: range [0.8x10-3; 2.6x10-3] pix.

Fig.5 Random errors for both direct and reverse transformations, for various interpolations
schemes used for both DIC analysis and image shifting.

If now we consider the reverse (I0 = Idef) transformation, it appears that an almost zero bias
(except for the Fourier interpolation) is observed (see curves with open symbols in Figure
4(b)). Bi-linear interpolation shows however noisy values but within the +/- 5×10-4 pixel
range. No change is observed for the Fourier transform curves whatever the shifting method
because the Fourier transform is a non-local process, which is not the same in DIC algorithms
and image shifting: the whole image is used for the latter while in the former the FFT is only
applied to a neighbourhood of the image subset the size of which is twice the subset size in
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the present approach.

Considering the random error curves for the reverse (I0 = Idef) transformation (see Figure 5(b),
open symbols), the main observation is that the random error decreases in general and
becomes almost independent of the prescribed sub-pixel displacement, and a mean value of
about 1.4×10-3 pixel is observed. As already seen for the bias curves, bi-linear interpolation
also shows noisy values, and no change is observed for the Fourier transform curves whatever
the transformation considered. Note finally that the value of about 1.4×10-3 pixel is the
smallest value found for the random error with the TexGen images processed with the DIC bi-
cubic spline interpolation (Figure 3) The same result is also found for the bi-cubic spline
interpolation of the shifted image for the direct transformation, and not far for the reverse
transformation.

From a general point of view, one may conclude that for the reverse transformation, the bias
error should be almost non-existent because the transformation and then its inverse are
computed exactly. The possible observed gap around zero may result from computation errors
in the correlation criterion minimization or in the interpolation (e.g. Fourier transform).
Concerning the random error, following Roux and Hild (Roux, 2006) or Wang et al. (Wang,
2009), the constant value of about 1.4×10-3 pixel can be linked to the standard deviation of the
actual image noise σ n , the average of the squared grey level gradient ∇I

2  of the image and the
subset size d considered in this work, according to:

σ u

th
∝

σ n

d ∇I
2

(1)

∇I
2 can be evaluated from the images to be 30 grey levels per pixel. With d = 16 pixels, a

value of σ u

th  = 1.4×10-3 pixel is found for σ n  = 0.67 grey levels, which gives a good order of
magnitude of the image noise, only due to quantization in the present study.

CONCLUSION

This work deals with the DIC “ultimate error regime” reached when the chosen subset shape
function fits sufficiently well the actual displacement field. In this context, the evaluation of
this ultimate error regime is generally done by real or synthetic images that are numerically
shifted with sub-pixel rigid body motions. To that end, test images have been first
transformed both by classical image interpolations and by transformation of an analytic
texture function then mapped and finally digitized (TexGen images). Images have been
processed using an appropriate DIC software. Results showed that when TexGen images are
considered, bias and random errors are due to the image characteristics and the image
processing by the DIC software, depending of its underlying interpolation scheme. When
direct transformation is imposed (I0 = Iundef), classical tendencies are recovered but with
different values depending on the interpolation scheme used to generate and processed
images. If the reverse transformation is imposed (I0 = Idef), an almost zero bias (except for the
Fourier interpolation) and a random error independent of the prescribed sub-pixel
displacement is observed. These results illustrate the fact that such an evaluation of DIC error
can be directly linked to the underlying assumptions taken to generate the synthetic shifted
images, and thus may not be representative of the actual behaviour of the DIC software in
some cases. It highlights the importance, for the assessment of sub-pixel accuracy of DIC
packages, of using methods for creating images which can reproduce the physical process of
creation of images.
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